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Abstract: The field of analyzing Video Behaviour profiling is very keen and distinct part in the area of Computer
Vision and Video signal processing. The two main attributes of this field are Human Action Recognition (HAR) and
Abnormal Activity Detection (AAD). Various researchers proposed several algorithms for HAR and AAD, since the
analysis of video behaviour profile has numerous applications. This paper aims to detect the frames of abnormal
activity in the surveillance video using combination of Optical flow vectors with morphological operation on the
foreground pixel data. Prior to extraction of foreground pixel data, contrast adjustment applied to the frames for
robust identification of motion based pixels only. This novel concept further uses the threshold of pixel intensity
values in terms of motion and its continuity over a period of time to identify abnormal activity in consecutive frames.
The proposed algorithm is computationally efficient in detecting abnormal activity frames, which is an attractive
feature for real time applications.
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1. INTRODUCTION

In general, human beings encounter abnormal events in daily life and can able to identify them with much ease
and accuracy, such as disobedience of traffic rules, unexpected crowd in particular areas, the sudden collision of
vehicles, stealing of objects etc. The reason behind this fact is, the human being can extract specific features of
a particular a scene, huge experience (Training) of normal events and have the distinguishing (classification)
capability. The similar extraction of abnormal activity based on video data by machine is very critical being one-
to-one mapping of human intelligence into machine based algorithm is very complex. Various researchers have
proposed several algorithms to detect abnormality in video frames, since this challenging task has several
applications, such as identifying defective item from bulk production of factory outcome, health based applications
to identify anomalies in scanned reports, security based applications to identify anomalies in surveillance video
at sensitive locations and many more.
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1.1. Related Work

The Survey Paper [1] pertaining to the domain of abnormal activity detection gives a comprehensive outline
about point and contextual anomalies, with main focus on challenging issues like robustness and computation
time of the algorithm. The definition of anomaly is always application oriented and has some degree of ambiguity
as visual behaviours are generally complex. Much of the work is addressed by the research community to deal
with the problems of poor video quality, occlusion, illumination variations and complex backgrounds. Another
survey paper [2] gives exclusive overview of state-of-the-art developments of behaviour recognition algorithms
for transit visual surveillance applications. Since, video is a sequence of images, Image-based anomaly detection
technique was proposed [3] using network measurement approach that can simultaneously detect, identify
anomalous traffic and the effectiveness was compared with classical detection theory based on the Neyman-
Pearson test.

 The anomaly in video based on group activity is modelled by moving and deforming shapes, is proposed
by the researchers Vaswani et al. [4]. A continuous state hidden Markov Model [4] and Infinite hidden Markov
model [5] are used to distinguish the anomalous activities in the video. Spatio-temporal features are configured
to detect abnormal activities, especially the video based on crowded scenes is an interesting study proposed by
various researchers [6] [7] [8] [9] in this domain. Object tracking with the help of colour modelling is used to
detect anomaly based on deliberate object dropping at public places is an interesting study [10]. The features
extracted by trajectory information is used to define event analysis module to identify suspicious event is proposed
by Lee and Nevatia [11]. Trajectory clustering with Continuous hidden Markov model is proposed as a method
for abnormality detection in traffic surveillance video at intersections [12]. The paper [13] addresses abnormality
detection using combination of Gaussian Process, extreme value theory and divergence measurement. The feature
representation of an anomalous event is detected by joint sparsity model is one of the recent approach proposed
by Mo et al. [14].

1.2. Motivation for the work

The existing methods for Abnormal Activity Detection (AAD) are quite appreciable and interesting. But most of
the methods are complex in extracting the features of anomaly. This makes the algorithm takes more computation
time and not suitable for real-time applications. So our intention is to propose as simple method as possible to
reduce the computation time and robust as well in detecting anomalous events of a given video.

The rest of the paper is organized as follows. Proposed algorithm and the methodology are explained in
section 2. The flow diagram of the proposed methodology is given to easily interpret step by step understanding
of the algorithm. The results along with corresponding discussions to appreciate the proposed method are presented
in section 3. Concluding remarks are given in section 4.

2. PROPOSED ALGORITHM

The basic steps involved in the formulation of the proposed methodology are given as follows. The surveillance
video of traffic and standard crowd video sequence are taken with frames of normal as well as abnormal event/
activity. The surveillance video considered is having frames with normal traffic flow and collision of a car with
a person is treated as frames of abnormal activity. Another video considered is a UCSD anomaly detection
dataset. In this dataset, the normal frames having a pedestrian motion pattern only, whereas abnormal frames
having non-pedestrian motion pattern as well such as cycle, biker etc.

The block diagram of the proposed methodology is explained in Figure1. Initially, the entire video is
converted into grayscale images (frames). Contrast adjustment is applied over the set of frames, so that the noise
in the frames is minimized and the images are restored with sufficient PSNR values. This makes the algorithm
more robust in extracting motion based pixels.
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The foreground pixels are extracted using Gaussian Mixture Modeling (GMM) algorithm. The purpose of
using GMM is to retain only the pixels that have a relative change in the position from the previous frame to the
current frame. GMM is superior to other foreground extraction models in terms of motion detection. Morphological
operation (erosion and dilation) is performed to efficiently represent the pixel data connected in an optimized
fashion. The shape ‘Disk’ is considered as a structural element in detecting the foreground objects.

Now the significant operation known as the optical flow method is applied over the pixels in each frame.
Optical flow, calculates the velocity for points within the images, and provides an estimation that, where points
could be in the next image sequence. The magnitude as well as direction parameters of optical flow vectors are
computed for the entire sequence of frames. The method used for computing optical flow is Lucas Kanade
method. Then for each two consecutive frames, the direction and magnitude values of the optical flow vectors
are evaluated using equation (1) and (2) given as,
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Where u = horizontal component of optical flow vector

v = vertical component of optical flow vector

The optical flow equation (3) has a constraint that it has two unknowns u and v in terms of intensity values
is given as,

Figure 1: Flow Diagram of Proposed Methodology
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Ix u +Iy v + It = 0 (3)

Where Ix, Iy and It are the partial derivatives of intensity with respect to x, y coordinates and time ‘t’ respectively.

From the above equation, a normal component of the flow can be obtained, the Lucas Kanade method is one
such method which helps in removing this constraint. Lucas Kanade method treats the following two assumptions:

(i) In a sequence of images, any two consecutive images are separated by a small time constraint, that is,
the object in the two images is not displaced much.

(ii) There are no illumination changes.

It solves the optical flow equations for all the pixels in the neighborhood of a given pixel since it assumes
that optical flow is constant within the neighborhood of a given pixel.

Based on the data obtained in the form of magnitude of optical flow vectors, a simple approach is considered
to distinguish the frames having normal or abnormal activity. AAD in each frame is classified by two parameters.
The first parameter is, if the motion of the pixel is greater than the threshold (speed or magnitude of the vector)
value, then it is identified as point anomaly. The second parameter is, if the point anomaly persists over a period
of time or over a sequence of frames, then the frames are classified as abnormal activity frames. The binary
classification of abnormal activity detection is simple and found more robust.

3. RESULTS AND DISCUSSIONS

The visual representation of abnormal activity frames from standard UCSD anomaly detection dataset is shown
in Figure 2. The left side image of Figure 2 is the original frame, the centre image is the representation of moving
objects based on velocity (motion) threshold is marked as foreground disks. The image showing pedestrian
movement with ‘cycle’ as moving object is represented as an anomaly in the frame. ‘Cycle’ as an abnormal
object in the frame can be easily visualized with the merger of three disks. The pedestrian motion is relatively
slow compared to cycle motion is represented with individual disk which is based on threshold values. Most of
the pedestrian motion is not represented by circles, since their motion is less than the threshold. The right side
image of Figure 2 is showing corresponding optical flow vectors.

Figure 2: UCSD dataset image with corresponding foreground disk and optical flow vectors distinguishing cycle as
abnormal object and pedestrians as normal objects

Figure 3: Normal activity frame, corresponding foreground motion disks and optical flow vectors
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Figures 3 and 4 represent the normal activity frame and abnormal activity frame of the surveillance video
respectively. In figure 3 normal traffic flow is observed with the motion of the pixels just above the threshold,
only scooter velocity with noise is depicted as foreground disks and their corresponding optical flow vectors.
Whereas, in Figure 4 very fast moving car is colliding with a person, resulting in an accident (abnormal activity)
is clearly identified as merged disks over a period of time with corresponding optical flow vectors.

Table 1
Abnormal frame detection accuracy over different Video Dataset

Video Actual Abnormal Frames detected with Detection Accuracy (%)
Activity frames  abnormality by the

proposed method

UCSD Dataset 1 120 115 95.83

UCSD Dataset 2 120 112 93.33

Surveillance Video 60 58 96.66

The interesting results of video behavior profiling in Table 1 gives the abnormal activity detection accuracy
of our proposed method. In all the three videos considered, out of 300 abnormal activity frames, 285 frames are
detected correctly, which gives 95% accuracy.

Another significant parameter “processing time” is also well addressed by the proposed methodology and
the statistics are provided in Table 2. We have implemented our methodology in Matlab R2013a using Intel(R)
Core(TM) 2 Duo CPU 1.60GHz, 2 GB of RAM Laptop.

Table 2
Processing time for AAD over different Video Dataset

Video Duration of Actual Video Processing time for AAD

UCSD Dataset 1 5 Sec 5.79 Sec

UCSD Dataset 2 5 Sec 5.82 Sec

Surveillance Video 10 Sec 11.41 Sec

4. CONCLUSION

A simple method for abnormal activity detection based on morphological operation and Optical flow vectors is
proposed. Threshold of pixel motion and duration of continuous intensity is considered to distinguish normal
and abnormal activity in the frames. The algorithm found to be more robust in identifying abnormal activity
frames. The algorithm runs over 2972 frames having 300 abnormal activity frames. The proposed method of

Figure 4: Abnormal activity frame, corresponding foreground motion disks and optical flow vectors
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video behavior profiling gives a promising 95% Abnormal Activity Detection (AAD) accuracy. The proposed
algorithm also taking less computation time to detect normal and abnormal activity in video frames, suitable for
real-time applications.
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