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Abstract : Today internet has reached to every people hand, so the user generated data has increased
tremendously. Now a day’s people post everything comes to their mind on social networking sites, blogs,
discussion forums and review sites. People are openly giving views on any universal topics, products, palitics,
policies and many more. People are showing likeness or hatred for anything by writing their perception. So
with add to in surfer generated data or information can provide one of the key aspect to ongoing researches,
and industrial development and to our government in view to extract the valuable information to decide things
like marketing campaign strategies, product preferencesin market, political parties agendas, company strategies,
travel & tourism and social events.. This generated content by users has become one of the key sources to
organizations belonging to different fields for knowing or learning or to seek any general intent or sentiment of
public and this can be done by Sentiment Analysis. Sentiment Analysis has been a major research platform
from last few decades. Basically, Sentiment Analysis is a process of analyzing the thinking, emotions, feding
and attitude of the person from his piece of text. Sentiment analysis is known for its one of the key featuresi.e
in clustering the polarity of text as whether it shows positivity, negativity or neutrality.

So far whatever thework is donein this field was always for English language. Country like India where more
than100 million people are using internet and where more than 1600 languages are spoken but sentiment
analysisis applied only for languageslike Hindi, Bengali, Telugu, Malyalam, and Punjabi . This paper attempts
to describe application of sentiment analysis on Odia language. The system classifies the polarity of Odia
language in positive and negative sentiments. The experimental result shows that the system on multi-sized
datasets yielding > 90% accuracy in general.
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1. INTRODUCTION

Intoday’ sworld of globalization, themost developing countrieslike Indiawhere morethan 200 millioninternet
usersarepresent, the analyss of opinion of the peopleisessentia. Sinceinternet isno longer monolingua anymore
and with utf-8 standard for Indianlanguage introduced, it isstrongly accepted and used by thelndian people. So
content inlndianlanguageslike Hindi, Marathi, Bengali, Punjabi hasincreased hasgrown rapidly. All mgjor news
papers, Government officias, politica parties campaign, e-commerce Company have set up their websitesinloca
I ndian languagesto increaseitsreach to the people. Micro-blogging webstesa so features of many Indian languages
to chat. Bloggersare writing intheir ownlanguagesto reach their own native people. Therise of user-generated
content of I ndianlanguageson web world led to analyzethe sentiment of I ndian people.

* Dept. of Computer Science and Application, Utka University, Bhubaneshwar, Odisha, India
*k USICT, Guru Gobind Singh Indraprastha University, Delhi, India
*kx Dept. of Computer Science and Engineering, NIT, Rourkela, Odisha, India

kol Dept. of Computer Science and Engineering, I11T, Bhubaneswar, Odisha, India



250 Sanjib Kumar Sahu, PriyankaBehera, D.PMohapatraand Rakesh ChandraBal abantaray

Asfar asdevelopment in sentiment analysiswith respect to | ndianlanguagesis concerned, most of thework
doneinthisdomainisfor Englishlanguage and European languages. Work has aso been done based on sentiment
analysisinfew languagesof Indialike Hindi, Bengdli, Tamil, Mayalam, Panjabi and Gujrati.

This paper ispresentsthe sentiment analysisof, one of the Indianlanguage which is Odiaor Oriyalanguage.
Sentiment Analysisusing supervised learning wasnever gpplied before for thelanguage Odiaasthiswas confirmed
throughtheliteraturesurvey and attemptsto show the sentiments behind the Odiadocuments.

Odia (s@2lly isaso known as Indo-Aryan language which is generally spoken by more than 40 million
peoplefromthe state of Odishaand its adjoining neighbor state. Odishastate isthe eastern part of I ndiaand that’s
where Odialanguageisthe 10" largest language stated by the constitution part-V111 of India[3].

Odialanguage is spoken by 80% population of Odisha[1], and odiais also spoken in few parts of West
Bengd, Jharkhand, Chhattisgarh and Andhra Pradesh[ 2]. Odia has been alanguage known for itsclasscal language
touch in Indiaon basis of having long literary history [4, 5]. The other languages closeto it are Bengali and
Assamese. There closenessled usto work towards Odialanguage and working for thislanguage.

Sentiment Analysisisa phenomenon of extracting sentiment or opinions expressed by user over particular
product, policies, personor movie. It classifiesthe sentiments of thegiven datainto positiveand negative polarity.

Our paper presentsamodel based on supervised sentiment anaysiswhich usesNaive Bayesalgorithm asits
base. Thisagorithmissimplein naturewhich classfiestest and to doesthat it needsasmall amount of trained data
and thenfinds parametersimportant for such classification and thisisdonein very smal amount of timeasto train
ascompared to other available models. Itsgoing to present that theextent of correctnessisachieved usng Naive
Bayesdgorithm. We use herefeatureextractor algorithmfor sentiment analyss. Feature extractionismost important
task insentiment analysis. Inextractionfeature, spaceisthe base whereit isconverted into reduced new space
without deleting any featuresand by replacing actual features with alessrepresentative set. |nother words, the
purpose of feature extraction isto derive new feature set that are combination of original feature set and are
unrelated [6] . Featureextractionisused to scorethefeature and these scoreis use to determine pogitive negative
polarity.

A model for doing the sentiment andyss over Odialanguageisthe main feature of thispaper. Other part of this
paper containsrelated work or literaturereview isdiscussed in section |1. Methodology and system architecture
arepresentedin section 1. Experiment resultsare presented in section V. SectionV presentsthe experimental
anadysis. Conclusion and futurework arepresented in VI section.

2.RELATEDWORK

This part of the paper discusses all theresearch done in past of sentiment analysisfor Indian
languages. As to make it smpler and easy to interpret we have divided the related work in two
sections:

(A) Work donein field of sentiment analysisof Indian languages

Asfar asIndian languagesare concerned, most of thework donein Hindi language and few work donein
languageslike Bengdli, Marathi, Telgu, Mayalam, Punjabi and Gujrati.

In[7] authorsproposed “Hindi subjective lexicon” in which they generated subjectivelexicon using graph
traversal based method. Their proposed algorithm achieved 79% of accuracy.

In[8] author proposed “Hindi Sentiment orientation system” isan unsupervised learning gpproachwhich use
dictionary to determinethe polarity of reviews. It also handlesnegation of wordsin Hindi language. Their proposed
systemachieved accuracy up to 65%.

In[9] proposed “Hindi senti word net” to identify sentiment associated with Hindi words. L anguage specific
chalengesincluding negation and discourse are handled to improve the accuracy of systemwhich achieved around
80%.
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In[10, 11] performed atask of emotion tagging of Bengali words. They classified wordsin six emotion
classesthat are anger, happy, surprise, disgust and fear dong with threetype of intensitieshigh, genera and low for
sentencelevel annotation.

“Sentiment anadysis of political reviewsin Punjabi language’ proposed an approach to determine sentiment
orientationi.e. polarity by scoring method[15].

Inthispaper [16] sentiment analyssfor Maayalammoviereview iscarried out usng machinelearning technique
CRF combined with arule based approach and the system achieved 82% of accuracy.

(B) Work donein field of sentiment analysisof Odia languages

Infidd of sentiment andysisfor Odialanguage not muchwork isdonebut still lot of work isdone on processes
likewordnet development, tokenization, part of speechtagging, stemming, morphologica analyss, stop word
removal, syntactic-semantic analys's, discourseintegration, pragmeatic analyss, opinion mining.

The paper [ 17] describesthe OriNet in which odiawordswith meanings, synonym, antonym, usage and part-
of-speechismention. They have used java programming to represent the system.

The paper [18] proposed and describesthe stemmer for odialanguage. The applied affix, prefixes, postfix
and infix stripping algorithmto find the ssemor root word.

“Developing odiaMorphologica analyzer using Lt-toolbox” discussestheresearch doneinview to develop a
Morphologicd analyzer. Here the paradigm of wordsis created by the use of XML based morphologica dictionary
from Lt-toolbox packages[19].

The paper [20, 21, 22] describethe Paninian framework for odialanguage. 1t applied to identify structurally
correct odiasentence. It describethe relation between surface form (vibhakti) and semantic (karaka) roles.

3.METHODOLOGY

The need of implementation comesfromtheintent of having the ability to classify the Odiatext asintermsof
positivity or negativity of sentiments. Any model based on Naive Bayeswas made capable of creatingasimplified
training corpus. Thecorpusismade easy to read and to work on asit wasbased on positive and negative data. The
output of thisisabasic binary (or boolean) classifier capable of identifying +ve and —ve datawastrained. This
classfier iswell suited in specifying the positive and negative polarities, which leadsto aprecise output near to 90%
inthecorpuswith these two categories. The processshowing infigureisdescribed below in detail.

Sentence
| positive data l_. split Naive
Word Bayes
o features ™ feature extractor ~ Algorithm
In‘egatiyedata '—V Stop word ) ’
removal
Test set
Text Processing Classifier
Classifier
Input _.I Feature extractor H Features l—, model
data l
Labeled data

Fig. 1. Architecture of the proposed system.
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Odiais ascarce resource language, for performing sentiment analysis for Odia language we don’t have
sufficient annotated datasets and other resources and even not much work donein field of sentiment analysisfor
Odialanguage. We built adataset of 1000 sentenceswith equal numbers of positive and negative sentences. This
dataset are built by taking few Odiamoviereviewsand around someHindi movie reviewsand trandated in Odia
language using Googletrandation. Thesereviewsare manualy annotated and corrected to select top 500 postive
and 500 negative sentences. We used 500 datasetsfor training and other 500 datasetsfor testing. Both the sets
hold equal numbers of positive and negative sentences. We prefer movie reviews as our datasets because it
containsample of opinionated words and it captures the mgjority of adjectivesrelevant for classification.

Inorder to achieve higher accuracy text preprocessing isapplied to theinput datasets. First tokenizationis
applied to text so that text is split into wordsor tokens and then noiselike specia character, punctuation mark,
symbols, URL Sand stop wordsare removed asnot al wordsin the sentenceare useful for sentiment analysis. So
removing thesewordsimproveaccuracy.

Now thefeature extractor extractsthelist of word feature. Theword featureisthelist of every distinct word
order by frequency appearance. Feature extractor decide which feature isrelevant and discard the irrelevant
featuresandto do that it usesdictionary indicating what words are contained inthe input passed. Weuse herethe
word feature list and input to create the dictionary. With the help of apply features method we can apply the
featuresto the classifier. The variabletraining set containslabeled feature sets. It containsthelist of featureword
and the sentiment string for that feature word.

Withthistraining set wetrain the Naive Bayes classifier. Naive Bayes classifier issupervised classification
method based ontraining corporacontaining correct label for eachinput. The classfier isbased on Baye stheorem
which providesusthefreedom to assumefeatures. Thisassumption ismadeto makethe computationinvolved in
classfication smpler and because of thisassumption; it iscongdered as* naive’. Thisassumption hasno impact on
accuracy inclassfication of sentiment by much;, rather it makestheclassification agorithmsfast to applied for large
datasets[12]. Naive Bayesclassfier saysthat the effect of value of afeature(x) on given class(c) isindependent
of the valuesof other features.

Thisassumption called conditional independence.
P(XIC)*P(C)
P(C[X) = T RX) @
Where,
P(C|X) : sandsfor posterior probability for givesclass of features
P(C) : givestheprobahility of class
P(X |C) : gateslikelihood i.eisprobability of predictor given class
P(X) : prior probability of feature
Inother form, P(C|X) = p(xljc)* p(x2|c)*p(x3[c)........ *p(xn|c) 2
To explain theconcept more precisely, letsusexplain by takingaword *“ @) (or bhala)” which occursin 20
% of positive datasets and 2 % of negative datasets, thenthe likelihood scorefor the positive datasetsis multiplied
by 0.16, the likelihood score for the negative datasetsismultiplied by 0.02.

Thelikelihood of word“ @ @) (or bhalaor fine) falling into either of classesisequal sncewe havetwo classes.
So likelihood is0.5.

* Poderior probability of word“ @\ @)” (or bhalaor fine) isbeing postive = Prior probability of being positive
x Likelihood of being positive
=0.20x 0.5=0.10 =10 % chancesthat word “ @ )" being positive

* Posterior probahility of word “ @ @\” (or bhala or fine) is being negative = Prior probability of being
negative x Likelihood of being negative.
=0.02%0.5=0.01=1% chancesthat word “ @ @" (or bhaaor fine) being negative.
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Therefore, the naive Bayesan classifier predictstheword “ @ @) (or bhalaor fine) in pogtiveclass.

Test set isused by the evaluation metric technique to generate scorefor the system by comparing the labels
that it generatefor theinputsintest set with correct labelsfor thoseinputs.

So whentheinput is passed to the syssemthefeature extractor extract thefeaturesand apply it to trained naive
bayes classfier mode whichthen classify theinput into the correct label.

4. EXPERIMENTAL RESULTS

Thisanalyssis conducted on moviereview. Reviewswere applied asinput to the system which classifies
thesereviewsand determinethe polarity of thesereviewsand present the summarized positive and negative results
which proveto be helpful for the users. Input reviewswere also classified by usto determine how well the system
classfied thereviewsas compared to humanjudgments. Three evaluation measuresare used, onthebasisof which
system performanceiscomputed, theseare:

* Accuracy * Precison * Recall
(@) Accuracy : Theaccuracy isgiven by percentage of test set that are correctly classified by classifier.
Thatis,
TP+ TN
Accuraty = Tp TN+ FP+ FN )
(b) Precision: Gives measureof uniquenessi.e., what percentage of eementsthat arelabeled as positive
areactually pogtive.
TP
Precison = 15 p (4)
(0 Recall : Givesthe amount of wholenessi.e., what percentage of positivethe eementsthat are labeled as
postive.
TP
Recal = 75 N ©)
where,

TP: Theserefer to number of true positive dementscorrectly predicted by the classfier.

TN : Therearethe numbersof true negative eements correctly predicted by the classfier.
FP: Thesearethe number false postive e ementsincorrectly tag by classfier.

FN : Thesearethe number of false negative dementsincorrectly tag asnegative by classfier.

Onthebasis of these measures of evauation, our experiment results show that * Sentiment Analysisfor Odia
language’ isperformed well inthemoviereview domain.

Experiment result performed using 1000 sentences of moviereview and theresult isshown intable 1 below.
Figure 2 showstheresult of sentiment analysisusing 500 datasets

Table 1. Experimental Result.

Measures Result
Accuracy 0.918781726
Precision (pos) 0.857142857
Recdl (pos) 1.0
Precison (neg) 1.0

Recall (neg) 0.9375
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accuracy : 0.9545454545454546
pos precision: 0.8571428571428571
pos recall: 1.0

neg precision: 1.0

neg recall: 0.9375

> |

Fig. 2. Snapshot of result of sentiment analysis using 500 datasets.

5. EXPERIMENTALANALYSS
TheNaive Bayes classfier after training with the trained datasetscan show themost informative festuresusing

show_most_informative_feature () function .We ask it, show the 10 features which are classified as positive or
negeative. Theratio (neg:pos) OR (pos:neg), impliesthat the particular word hasbeen used more often asapostive
or negative. For instance, theword“ @@ Q" (or beautiful) hasbeen used 17.7 times as apositive sentiment than

anegative sentiment inthetext. Thefollowing figure3 and figure4 will givemost informative features.

RESTART: D: \pyt\odia sentiment analysis\odia Sentiment Analysis naivebayes pY
Enter the texc:301 6‘96'9 AIFQIR G‘i‘ 2360 98 GIGAIR QIS ONIRRIER §O8 6R8

4008 92 UOCER 6R0E Fea Gl oF QVIBRIEH MY GTR 608 |
20We 20Rel g4 <@ 6908 0deQ AReR T80 QU0 O8RI
206091 QIR0 GQRS 2501 €9 meam 42 6808 A 23960 68 eNIR 60HR0IBAIT|
Gedae G0 QIR QIR 9O8e 98 AIRC QYR 6 AR GER 07 CACIYY SRINIGS QI 26610
42 g0 679¢ 09° ALR6R 999 0IRDIRAIT]

qudueug 2RQI 6RIee FN6s 421 4@ GOIRRe oRbg AEd |

Fig. 3. Snapshot of Input Parameter.

RESTART: D:\pyt\odia sentiment analysis\odia Sentiment Analysis naivebayes.py
Most Informative Features

contains(ﬁkﬂ) = Trye pos ! neg = 23.9 : 1.0
contains (09) = True pos : neg = 17,7 : 1.0
contains (&) = True pos :neg = 10.6 : 1.0
contains (899I§) = True neg : pos = 9.4 : 1.0
contains(@éan = True pos : neg = 8.8 : 1.0
containg (800I6LQ!) = True neg : pos = 7.9 : 1.0
contains (§99I816) = True neg : pos = 5.8 : 1.0
contains (Glﬁ) = True neg i pos = 5.6 : 1.0
contains(&lﬁﬁ%) = True neg : pos = 5.3:1.0
concains(aﬁﬂﬁé) = True neg : pos = 53: 1.0

Fig 4. Snapshot of 10 most informative features.
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Fig. 5. Performance of Odia sentiment analysis approach.

The abovefigure 5 showsthat the system* Feature extraction for Sentiment Analysisin OdiaL anguage using
Naive Bayes classifier’ performswell with respect to the movie review domain. Sentiment Analysisfor Odia
language showstheaccuracy of >90% can be achieve which provesthat the sysemismoreefficient.

6. CONCLUS ONAND FUTURE WORK

Inthis paper we proposed an approachthat gives polarity of the Odialanguage. Sentiment Andlysisisrequired
to beapplied for Odialanguage to understand the sentiment of Odisha’'s people . The separae positive and negéative
summarized resultsare generated, which ishelpful for the user in decison making. Theexperiment resultsindicate
that the approachwe used, is performing well in thisdomain and achieved the accuracy > 90%.

Substantial amount of work isleft to be carried out, here we provide beamof light in direction of possible
future avenuesof research.

 Adding different feature selection mechanisms.

Doing deeper andysis of sentenceasawhole.

Trying different classfier other than the Naive Bayes Classifier.
Doing Sentiment Analysison moretype of document.

Using different approachesof Sentiment Analysis.
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