
Department of Computer Engineering, R.C.Patel Institute of Technology, Shirpur, Maharashtra, India 
Email: patilujwala2003@gmail.com, jbpatil@hotmail.com 

 
 
MINING POSITIVE AND NEGATIVE 
ASSOCIATION RULES: A SURVEY  
Ujwala Manoj Patil and J.B. Patil 

 

I. INTRODUCTION 
Data Mining is used for extraction of knowledge from large data sets. Data mining is broadly classified in 
the areas such as Association Rules, Classifications, and Clustering [1, 2]. Association rule mining 
discovers relationships from the huge amount of data by generating rules. Association rule mining is 
useful in many application domains like recommender system, decision support, health care, intrusion 
detection, etc. [2, 3, 4]. Association rule mining was introduced by Agrawal et.al in terms of the apriori 
algorithm [1]. After that there have been a remarkable number of variants and improvements of 
association rule mining algorithms [5, 6, 7, 8, 9, 10, 11]. Traditional association rule mining algorithms 
have been developed to find associations between items. This association is in between the items that 
exist in the transactional database.  The associations are of two types, called positive associations and 
negative associations. The traditional association is called positive associations which consider the 
presence of the item, i.e A B while another is negative that negates presence of the item i.e. A ¬B, 
¬A B, ¬A ¬B. Positive association rules are useful in decision making, likewise negative association 
rules also play important role in decision making. 
 
1.1 Contribution of This Paper 
The main contribution of this work as follows: 

1. We have surveyed the current literature to discover the positive and negative association rules. 
There are very few papers which discover both positive and negative association rules. Algorithms 
in those papers are discussed in details by showing extensions of the basic apriori algorithm. 

2. The main focus of this survey was to understand what and how different interestingness measures 
are used to discover both positive and negative association rules.   

3. We also discussed the advantages and limitations of the existing techniques. 

Abstract: Data mining is getting increasing acceptance in science and business areas that need to identify and represent certain 
dependencies between attributes. The kind of knowledge that could be discovered from a database is represented in the form of 
association rules. All the traditional association rule mining algorithms were developed to find positive associations between items i.e. 
A B, whereas negative association rule is an implication of the form A ¬B, ¬A B, ¬A ¬B, where A and B are database 
itemsets, ¬A, ¬B are negations of database items. Here we review apriori based algorithms to find both positive and negative 
associations between items. First, we discuss the interestingness measures used in current approaches and then we present and discuss 
an algorithm in the detail. The review also presents the advantages and limitations of the existing techniques. 
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The remainder of this paper is organized as follows: section 2 gives basic concepts and terminology 
involved in association rule mining. Section 3 presents related work to mine both positive and negative 
association rules. We summarize this paper in section 5.  

II. BASIC CONCEPTS AND TEMINOLOGY  
2.1 Preliminaries 
Suppose I= {i1, i2. . . iN} be a set of N distinct items and data D is a set transactions over I . Each 
transaction T contains a set of items i1, i2… ik  I i.e. T . A transaction has an associated unique 
identifier called TID. An association rule is an implication of the form , where  

 , and A  B = . A is called the antecedent of the rule, and B is called the consequent of the rule. 
A set of items (antecedent or consequent) is called an itemset. In general, for simplicity, an itemset {i1, i2, 
i3} is sometimes written as i1i2i3. Let us denote by |A B| the number of transactions that contain both A 
and B and |D| denote the number of transactions in the database. 
Definition 1 
Association Rule (AR): The association rule is an implication of the form  where    
and A  B =  with a support and a confidence above a minimum threshold. 
 

2.2 Association Rule Mining  
Association rule mining seeks rules of the form  with support and confidence greater than, or 
equal to, user-specified minimum support (ms) and minimum confidence (mc) thresholds respectively, 
where 
—A and B are disjoint itemsets, i.e, A  B = , 
— Support ( = support ( , and 
— Confidence (  = support ( )/ support ( )  
This is referred as Agrawal support-confidence framework. Association analysis can be divided into two 
steps [1]: 
Step 1: Generate all large itemset: 

 Input- L1= {large-1 sequences} 
 Output- maximal sequences in ∪k Lk  

 For (k=2;Lk-1;k++) do  
 begin  
      Ck=New candidates generated from Lk-1  
      For each user-sequence c in the database do  
        Increment the count of all candidates in Ck that are contained in c.  
      Lk = Candidates in Ck with minimum support.  
 End 

Step 2: Generate rules that have minimum confidence. 
At the end of step 2, we find all the interesting association rules of the form are called as a 
positive association rule. 
 
2.3 Positive and Negative Association Rules 
Positive associations are associations between items that are present in transactions which consider the 
presence of the item.  While negative associations are rules that comprise relationships between present 
and absent items. A rule of the form is called positive association rule and the rule in other forms 
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A ¬B, ¬A B, and A ¬B are called negative association rules.  Along with positive association rules 
(PAR), negative association rules (NAR) are also useful in decision making. Negative association rules 
are used to find the attributes that are in conflict or complement with each other. Mining of positive and 
negative rules is very expensive as it has to explore large search space. Till date very few algorithms in 
the literature have been proposed which use various interestingness measures to find positive as well as 
negative association rules. We have surveyed the literature to find what  interestingness measures [8, 12, 
13, 14, 15, 16, 17, 18, 19, 20] are used by various algorithms and how these interestingness measures are 
used to find positive and negative association rules. Interestingness measures used for negative 
association rules are computed from the relative information of positive association rules. 
Following are some definitions of interestingness measures related to PAR and NAR mining [8, 12, 13, 
14, 15, 16, 17, 18, 19, 20, 21]: 
Definition 2 
Positive Item: Each transaction T contains a set of items i1, i2… ik  I i.e. T , i1 is an item that is 
present in a transaction is called positive item.  
Definition 3 
Negative Item: A negative item is defined as an item that is absent from the transaction. It is represented 
as ￢ .e. . 
Definition 4 
Positive Support: The rule A ⟹B comes into existence in the transaction D, it has the support level, s, 
and when and only when the proportion that D contains the transaction A∪B is s, i.e. 

 
Definition 5 
Positive Confidence: The rule A ⟹B comes into existence in the transaction D, it has the confidence 
level, c, and when and  only when the proportion that D contains the transaction A is c,  confidence  
measures  the strength of a rule i.e. 

 
 
Definition 6 
Positive Interest: S  

 
Definition 7 
Positive Piatetsky-Shapiro’s (PS) Interest: 

 

 
Definition 8 
Negative Support:  

 
 
 

 
Definition 9 
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Negative Confidence:  

 
 

 
Definition 10 
Negative Interest:  

 
 

 
 

 
Definition 11 
Negative Piatetsky-Shapiro’s (PS) Interest:  

 
 

 
Definition 12 
Frequent Itemset of Potential Interest:  

 

 
 
Definition 13 
Infrequent Itemset of Potential Interest  

 

 
 
Definition 14 
Certainty Factor (CF) or CPIR:  
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Definition 15 
Person’s Correlation Coefficient: 

 

 
III. RELATED WORK IN POSITIVE AND NEGATIVE ASSOCIATION RULE MINING 
 
In this section, we discuss three well - known algorithms that generate both PAR and NAR.  
First, we discuss the algorithm proposed by Xindong Wu et. al [13]. They extend the basic Agrawal et.al 
apriori algorithm [1] which uses support-confidence framework. Along with support-confidence, they 
used Piatetsky-Shapiro’s (PS) interest given in definition 11. The algorithm starts like apriori, and is 
decomposed into two steps: 

1. Generate all frequent and infrequent large itemsets: Itemsets which satisfy user - specified 
minimum support and minimum interest with  are declared as frequent itemsets of 
potential interest i.e positive itemsets.   is calculated as per definition 12. Itemsets 
which do not satisfy user - specified minimum support and minimum interest with  
are declared as infrequent itemsets of potential interest i.e negative itemsets.   is 
calculated as per definition 13. At the end of step one, they declare all positive large itemsets and 
negative large itemsets. 

2. Generate all possible rules: To generate positive and negative association rules they used CF or 
CPIR measure given in definition 14. All possible combinations of large itemsets (found in step 1) 
which satisfy user - specified minimum confidence i.e. CF or CPIR  mc.  

The good side of Xindong Wu et. al algorithm is that it mines, both PAR and NAR efficiently. While 
mining PAR and NAR, they use Piatetsky-Shapiro’s (PS) interest along with support-confidence, but they 
do not discuss how to set it and variations of Piatetsky-Shapiro’s (PS) interest in the result. 
 
Second, Jingrong Yang et. al [14] developed an algorithm to discover PAR and NAR based on apriori. 
Again the algorithm is divided into two parts: 

1. Generate all frequent large itemsets: This part is same as that of Agrawal et.al apriori algorithm 
[1]. 
It finds all large itemsets which satisfy user-specified minimum support. The support of the given 
itemsets can be computed from definition 4. 

2. Generate all possible rules: It generates PAR and NAR from all large itemsets discovered in part 
1. Before  generating PAR and NAR,  it computes the correlation between itemsets. The 
correlation is computed with the help of Piatetsky-Shapiro’s (PS) interest given in the definition 
11.  
The correlations between itemsets are either positive, negative or zero. 
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• If the correlation between the itemsets is positive, then it makes all possible combinations of the 
itemsets and the combination which satisfies the user specified minimum confidence is 
declared as a valid positive rule.  

• If the correlation between the itemsets is negative, then it makes all possible combinations of the 
itemsets and the combination which satisfies the user specified minimum confidence is 
declared as a valid negative rule. 

Jingrong Yang et. al algorithm is simple and finds PAR and NAR fast as compared to Xindong Wu et. al 
algorithm because it uses only three interestingness measures, i.e. support, confidence and correlation. But 
this algorithm is not effective as it does not find all possible negative association rules.  
   
Third, Maria-Luiz Antonie et. al proposed an approach for PAR and NAR by extending support-
confidence approach with a correlation coefficient given in the definition 15. In contrast to above two 
algorithms, it follows one step approach: 

1. The algorithm starts with large one itemset. It gradually combines large Lk-1 itemsets to find large 
two itemsets, large three itemsets, large four itemsets, and so on. After combining Lk-1 itemsets it 
immediately finds the support of the itemsets. The itemsets which satisfy user-specified 
minimum support are included in large itemsets list. After adding it calculates the correlation 
coefficient for that large itemsets. The correlation coefficient for an itemsets an itemset may be 
either positive, negative or zero. 
• If the correlation coefficient is larger (positive) than the user specified minimum correlation 

coefficient then it generates all possible combinations of PAR. The confidence of these 
combinations is verified against user specified minimum confidence. Those satisfying it are 
declared as valid PAR with minimum support, minimum confidence and minimum 
correlation coefficient. 

• If the correlation coefficient is negative and the absolute value is larger than the user 
specified minimum correlation coefficient then it generates all possible combinations of 
NAR. The confidence of these combinations is verified against user specified minimum 
confidence. Those satisfying it are declared as valid NAR with minimum support, minimum 
confidence and minimum correlation coefficient. 

Maria-Luiz Antonie et. al proposed a simple and fast approach to find PAR and NAR. Along with 
simplicity in the algorithm, it automatically adjusts the value of correlation coefficient if no rule is found 
with the user specified minimum correlation coefficient. But again, it does not explore the search space to 
find all NAR. 
IV. CONCLUSIONS 

We have surveyed some current algorithms proposed in the literature for mining of both PAR and NAR. 
Mining of PAR and NAR is very interesting and challenging because of the complexity and size of the 
search space. Still, very few authors have proposed algorithms to mine both PAR and NAR. To the best of 
our knowledge till date, only one or two algorithms [13] have explored all search space to find both PAR 
and NAR. Most of the other algorithms [14, 15] do not explore all search space.  
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