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Abstract: Energy management strategy of a standalone hybrid system plays a crucial role in controlling the power 
flow from various power storage equipment and supervises the power dispatch process so that the degradation of life 
of power storage elements can be prevented or slow down. In this paper a wind/PV/fuel cell/battery system has been 
optimally sized using Particle Swarm Optimization (PSO) and a new energy management strategy for the optimally 
sized hybrid back-up system has been proposed. The design variables for optimal sizing are number of wind turbines, 
number of PV modules, number of fuel cells, number of batteries, volume of hydrogen and Depth of Discharge (DOD) 
of batteries. The energy management strategy divides the operation of the system into four different modes: Hybrid 
mode, Fuel cell mode, Battery mode and Renewable recharge mode. The change between different modes is governed 
by a central power flow controller which checks the set points of load, State of charge (SOC) of battery current and 
volume of hydrogen and then generates reference power signals for the storage elements. In this paper a new method 
for characteristic adjustment of solar modules using PSO has been adopted and a neural network implemented MPPT 
strategy using a dc-dc boost converter for solar panels has been implemented and compared with the classical Perturb 
and observe (P&O) method which displays appreciable improvement in the performance of the solar panels. With the 
help of dynamic modeling of fuel cells, electrolyzer, batteries, solar modules and wind turbines, a dynamic simulation 
of the system has been carried out using MATLAB/SIMULINK environment in order to observe the operation of the 
energy management strategy. The results describe the operation of an optimally sized combination of wind/PV/fuel 
cell/battery system under the different modes of operation.
Keywords: Energy management strategy, MPPT, Electrolyzer, Boost converter, Hybrid Energy system.

INtRODuCtION1. 
Adoption of hybrid renewable energy systems is essential for the growth of economy. The main sources of 
renewable energy are Solar and Wind Energy. These two sources are complimentary in nature, also, the pattern or 
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duration of solar power coincides with the load pattern. However, these sources are intermittent and unpredictable; 
besides, the efficiency of these energy conversion systems are not very impressive. Thus, to take full advantage 
of these sources, power storage devices are to be used. Power storage devices consist of battery, fuel cell, super 
capacitors etc. either used individually or as a combination to form a hybrid backup source.

The techno-economic problem of optimal sizing has been solved by many researchers in different ways using 
different tools. A hybrid simulated annealing – Tabu search method for optimal sizing for autonomous power 
system was presented where a hybrid optimization tool received great attention along with various constraints 
like initial cost, unmet load, and operational constraints like battery set point for diesel generator charging etc [1, 
2, 3, 4, 5]. An optimal sizing has been performed for a wind/PV/battery system using an improved PSO which 
introduces the concept for restart and disturbance in PSO. The use of Loss of Power Supply Probability (LPSP) to 
measure systems reliability has been attempted[6]. Similar problem has also been solved using genetic algorithm 
[7]. The authors have proposed a unique standalone hybrid wind solar power generation system, characterized 
by Phase Locked Loop (PLL) control and dump power control [8]. Among the various parameters used to judge 
a combination of hybrid system, the LPSP, LCE and ACS were very often referred in the literature [11, 12, 13]. 
An hourly basis analysis has been performed, instead of a monthly average method [1] or a worst month method 
[10], which helps to avoid over sizing.

Recently the use of hybrid power storage has become a key area of research. In this work, the main 
purpose of using a hybrid storage system is to elongate the life of the major storage elements. Another reason 
for supporting the fuel cell with the battery bank is to enhance its dynamic response [14]. Thus, in this paper a 
hybrid back-up is formed with fuel cell stack and battery, where the fuel cell is considered as the major back-up 
source. Hydrogen fuel and Proton Exchange Membrane (PEM) Fuel cells have their own advantages over other 
forms of energy storage. In comparison to commonly used battery storage, Hydrogen is well suited for seasonal 
changes, because of its inherent high mass energy density and longevity of energy storage. Unlike batteries where 
charging can only be done with extra power generated by renewable energy, hydrogen can be added externally 
to the hydrogen tank by the operator. The high energy density of hydrogen fuel makes PEM fuel cells highly 
advantageous. Further, the addition of an electrolyzer helps to increase the reliability of the system. Fuel cells 
are eco-friendly as water is the only by product.

This paper focuses on obtaining optimal sizing of wind/PV/fuel cell/battery system, followed by the dynamic 
simulation of the system. The design variables considered are: number of wind turbines, number of PV panels, 
number of fuel cells, number of batteries, depth of discharge of batteries and the volume of hydrogen stored. Two 
parameters such as the Expected Energy not served (EENS) and per unit cost are used to represent the reliability 
and the cost of energy respectively. These two parameters help to judge a particular combination in a techno-
economical manner and hence to solve the problem of optimal sizing. Data sheets from the manufacturers have 
been considered as the input data and characteristic curves have been used for data extraction and parameter 
calculation as presented in [15-17]. The energy flow controller ensures the operation of the system under various 
modes considering various constraints[29][32][33].

This paper also reports a neural network based MPPT algorithm for Photovoltaic modules. A feed forward 
neural network has been trained with Levenberg Marquardt algorithm [18] to produce the current reference for the 
panels and simultaneously produce maximum power by using a DC-DC boost converter. The ANN implemented 
method is reported to be extremely fast and more efficient as compared to the classical P&O method.

The power flow controller forms the heart of any energy system. The design of the implemented power 
flow controller is as shown in Figure 1. To verify the validity of optimally sized system during real time, the 
dynamic analysis has been performed using simulation in MATLAB/SIMULINK environment. Through the 
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dynamic simulation, this paper has attempted to verify the operation of the energy management strategy and the 
obedience of the device set points.

Figure 1: Schematic Diagram of the hybrid system

SteADy StAte MODelINg OF equIPMeNt2. 

2.1. Modeling of Solar Modules
Like other semiconductor devices, solar cells are also affected by temperature. Any increase in temperature 
causes a reduction in band gap, hence an increase in dark current [21]. The importance of Loss Factor (LF) has 
been realized in [19, 20], where different kinds of dust such as ash, red soil, etc. have been deposited over the 
solar panels. As a result of dust accumulation, open circuit voltage reduces by 5% to 25% [20]. The equation 
for solar power is given by:
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where, PN is the nominal power, Gt is the hourly radiation, Ct is the temperature coefficient of the panel, TC is 
the cell temperature, NS and NP are the number of the modules in series and parallel. LF is in the range of 1.1 
to 2. Although inverter efficiency (effinv) of the inverter varies with load, its value is assumed to be 0.98, TN is 
the temperature for maximum power output, NS has been fixed as 2, while NP has been considered as a design 
variable for optimization. The cell temperature is calculated by using:
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where, Tamb is the ambient temperature, and NCOT is the normal cell operating temperature which is fixed as 
47°C.

2.2. Modeling of Wind turbines
The amount of mechanical power captured by a wind turbine is given by [26]:

 P C T AVWT P= ( ) ( )0 5 3. ,l b r  (3)

where, V is the incoming wind velocity, A is the area swept by blades of the turbine which is considered as 
27m2. r, the air density, has been assumed to remain constant at 1.39 kg/m3. The conversion efficiency or power 
coefficient of a turbine Cp is a function of the tip-speed ratio l and pitch angle b. Mathematically, tip-speed ratio 
l is the ratio of the tip speed of the turbine blades to wind speed is given by:

 l
w

= m

v
R

 (4)

where, wm is the turbine rotational speed in mechanical radians/second and R is the radius of the turbine in meters. 
While extracting the maximum power from the turbine, the value of the pitch angle b is kept constant (around 
0), to ensure maximum possible turbine output.

2.3. Modeling of Fuel Cells
To model the steady state characteristics of the PEMFC, a detailed model [22], using the data in the user manual, 
has been simulated. The results of this simulation, i.e., the power output of the fuel cell, have been plotted against 
the consumption of hydrogen and the efficiency of the device. Piecewise Curve fitting has been performed on 
the graph of power output vs. Hydrogen consumption and the coefficients AFC and BFC have been derived for 
(5) and (6). The steady-state fuel cell system modeling has been performed with the help of AFC, BFC constants 
as follows:

 consfc = A P B PFC N FCFC
. .+

If Poutput < Pmax_eff  (5)
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where, AFC and BFC are the Power coefficients of values 0.05 kg/kW and 0.004 kg/kW respectively for the fuel 
cell, Pmax_eff is the rated power output of the fuel cell at maximum efficiency, Poutput is the output power of the 
fuel cell, Fef is the Faraday’s efficiency, P is the power to be supplied by the fuel cell, PNFC is the nominal rating 
of the fuel cell and consfc is the consumption of hydrogen.

2.4. Modeling of Batteries
The steady state model of a battery depends on the state of charge (SOC) of the battery [27][28].The change in 
SOC of the battery is given by:

 SOC SOC Ibat batt t t t t+( ) = ( ) -( ) +D D. ( )1 d h  (7)

where, d is the self discharge coefficient, hbat is the efficiency of the battery which is taken as 0.93 and Ibat(t) is 
the battery current in the previous step.
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The maximum current the battery can provide at a particular time instant is given by:
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where, Imax is the maximum charging current,

 c = 
1 battery is charging
0 battery is discharging

Ï
Ì
Ó

and

 SOCmax = NbatpCN (9)

 SOCmax = NbatpCN(1 - DOD) (10)

where, Nbatp is the number of batteries in parallel, CN is the nominal capacity and DOD is the depth of discharge 
of the battery.

2.5. Modeling of electrolyzers
The rate of gas production is based on the Faraday’s law of electro-chemical reaction.

Cathode reaction:

 2H2O(l) + 2e- Æ H2(g) + 2OH-(aq.) (11)

Anode reaction:

 2OH aq. O H O2
- -= + +( ) ( ) ( )1

2
22 g l e  (12)

Faraday’s efficiency is often known as current efficiency. In this paper the Faraday’s efficiency has been 
assumed to be between 92% and 98% [26]. For the steady state modeling of the 2 kW electrolyzer, the amount 
of hydrogen produced is given by:

 H A P B P2 prod elec N_elec elecelec
= +. .  (13)

where, Aelec and Belec are the Power coefficients of values 0.025 kg/kW and 0.1 kg/kW respectively for the 
electrolyzer, PN elec is the nominal power of the electrolyzer and P is the power input to the electrolyzer.

PSO IMPleMeNteD OPtIMAl SIzINg3. 

3.1. Calculation of Judgment Parameters
Considering the techno – economic nature of the problem, reliability and per unit cost are considered as the 
parameters for optimal sizing. The Expected value of Energy Not Served (EENS) represents the reliability of 
the system and ranges from 0 to 1 indicating complete reliability and complete unreliability respectively. Per 
unit cost gives us the cost of one unit of energy.

EENS for a combination is given as:

 EENSnc = 
ENS

Totalload
1

8760Â
 (14)

where, ENS = Load(t) - Total Generation(t)  (15)
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Per unit cost has been calculated as follows:

 Perunit cost($/kWh)
I O M S Rated Capacity D

N (Tot
=

+ - ¥

¥
=Â ( & )k k k kk 1

4

aal load)
 (16)

where, nc is the number of combinations, ENS is the Energy not supplied, Ik is the initial cost of the kth component, 
O&Mk is the Operation and maintenance cost for the kth component, Sk is the Salvage cost of the kth component, 
N is the total number of years and Dk is the replacement frequency

3.2. Formulation of a Single Objective Function
A combination is chosen as the best combination by equally compromising both objectives, namely, EENS and 
Per unit cost (pucost). Since the ideal value of EENS and Per unit cost should be minimized, the problem can 
be reduced to a single objective optimization problem and stated as:

 Min f f f= +1
2

2
2  (17)

where, f1 is the Expected value of Energy Not Served and f2 is the Per unit cost.

3.3. Coding Strategy of PSO
PSO is one the most powerful and versatile tools of optimization in terms of speed of optimization, ideology 
of the optimization process and the computational burden. It was first brought about by Kennedy and Eberhart 
[23] and is based upon the flocking or feeding behavior of birds. The use of evolutionary algorithms eases the 
procedure of solving the problem with the derivatives and also reduces the time required to solve a problem by 
reducing the computational burden.

PSO consists of the following main steps:

Step 1: The particles have been initially randomly placed in the entire search space which included all four 
dimensions [d1, d2, d3, d4. The particles indicated by l = 1, 2, 3, 4, …, were given positions in each dimension 
as [xl, d1, xl, d2, xl, d3, xl, d4]. The global best and the population size is initialized.

Step 2: Position update of the particles have been done using:

 x x vd
i

d
i

d
i

l l l, , ,= +- -1 1  (18)

Step 3: Function evaluation with each particle is performed by

 f = obj(EENS, pucost) (19)

Step 4: Global best (gbest) and Particle best (pbest) have been updated after evaluating the function.

Step 5: Velocity is updated using

 V V pbest gbestl l l l, , , ,d
i

d
i

d
i

d
iw c x c x= ( ) + -( )( ) + -( )( )- 1

1 2  (20)

where, c1 and c2 are personal and global cognitive factors and w is inertia.

Step 6: Inertia is updated using

 w = wmax - (i(wmax - wmin)/N) (21)

where, N is the maximum number of iterations, and i is the value of current iteration. The steps from 2 to 6 is 
repeated till the objective is reached.
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DyNAMIC MODelINg OF equIPMeNt4. 

4.1. Modeling of Solar Modules
The dynamic model of solar cells consists of the light generated current, dark reverse saturation current and 
leakage current. The current of a solar cell, as a function of voltage is given as [9][15]:
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where, IPh is the photo current, IO is the diode reverse saturation current, Vt is the thermal voltage, Rp is the 
parallel resistances, Ipv is the output current and Vd is the diode voltage of the cell.

The light generated photo current IPh is given by:
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where, Isc is the cell’s short circuit current, Ki is the temperature coefficient of cell’s short circuit current, T is 
the cell’s absolute temperature, Tn is the reference temperature, G and Gn are the solar radiation at actual and 
nominal level respectively.

The diode reverse saturation current is given by:
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where, Voc is the cell’s open circuit voltage, Eg is the band gap energy of the semi conductor used in the cell and 
Vt is the thermal voltage, given by:

 V T
t

k
q

= a  (25)

where, q is the electric charge (1.6 ¥ 10-19 C), a is the cell idealising factor (1.1) and k is the Boltzmann’s 
constant (1.38 ¥ 10-23 J/K).

4.2. Modeling of Fuel Cells and electrolyzers
The Proton Exchange Membrane based Fuel Cell (PEMFC) model used in this study is based on the dynamic 
PEMFC stack model, which was developed and validated in [22][30].The following equation models the fuel 
cell voltage (Vfc):
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where, Eoc is the open circuit voltage, N is the number of cells, A is the Tafel Slope, i0 is the exchange current, 
Td is the response time (at 95% of the final value in seconds) and ifc is the fuel cell current.

The hydrogen produced by each cell during electrolysis process is given by:

 H2 = (i ¥ t ¥ 22.4 ¥ hF)/(96485.30 ¥ 2) in litre (27)

where, i is the current supplied to the electrolyzer, t is the time duration, hF is the Faraday’s effieciency.
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4.3. Modeling of Batteries
The battery is modelled using a controlled voltage source in series with a constant resistance as in [16][31].The 
open voltage source is calculated with a non-linear equation based on the actual SOC of the Lead-Acid battery. 
The battery voltage obtained is given by :

 E = E K Q
Q

A Bo
i dt

i dt-
-

È

Î

Í
Í

˘

˚

˙
˙

+ ¥ -( )
Ú Úexp  (28)

 Vbat = E - R ¥ i  (29)

where, Vbat is the battery voltage, E0 is the battery constant voltage, K is the polarisation constant, Q is the 
maximum battery capacity, i dtÚ  is the actual battery charge, R is the internal resistance, i is the battery current,

A is the exponential zone amplitude and B is the exponential zone time constant inverse.

The three necessary points used to extract the model parameters are[16]:

∑ the fully charged voltage (Efull)

∑ the end of the exponential zone (Eexp and Qexp)

∑ the end of the nominal zone (Enom and Qnom)

The unknown parameters are calculated as:

 A = Efull - Eexp  (30)

 B = 3/Qexp  (31)

 K = 
E E A BQ Q Q

Q
full nom nom nom

nom

- + -( ) -( ) -( )exp .1
 (32)

 Eo = Efull + K + Ri - A  (33)

eNeRgy MANAgeMeNt StRAtegy5. 
The division of energy between the fuel cell and the battery is done such that initially the battery is made to 
supply the load completely (thereby increasing the life of the fuel cell). If in case the discharge current exceeds 
the maximum discharge current (260 A for one battery), the remaining power in excess of renewable energy will 
be shared equally between the fuel cell and battery. The fuel cell remains on until the discharge current reduces 
to 13 A for one battery. Figure 2 displays the energy management strategy.

The energy management strategy displays the operation of the system in four different modes, namely:

∑ Battery mode: Batteries are given priority for discharge as they are comparatively less costly. This 
mode is followed when the load is in excess of power generated by the renewable energy sources and 
battery SOC is between SOCmin and SOCmax. Here the battery discharges gradually as SOC reaches 
SOCmin. Now it is checked whether the discharge current is in excess of maximum discharge current 
of the battery or not. The battery is discharged only if the discharge current is below the maximum 
discharge current. In this case, the battery alone satisfies the load in excess of renewable sources.

∑ Fuel cell mode: This mode is followed when the load is in excess of power generated by the renewable 
energy sources and the battery SOC is less than or equal to SOCmin. The other requirements of the 
mode are that the volume of hydrogen must be within limits and that the power required for the fuel 
cell should be below or equal to its rated power.
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∑ Hybrid mode: The hybrid mode is designed such that the fuel cell starts working as soon as the 
battery discharge current exceeds the maximum discharge current. Here both, the battery as well as 
the fuel cell are working and the load in excess of renewable energy is halved. This mode ensures 
that battery life is prolonged as SOCmin is reached more slowly as compared to the case where this 
mode is absent, thus reducing the number of cycles. This mode is followed until the discharge current 
reduces to 13 A for one battery.

 Pfc = Pbat = 0.5 ¥ Total demand (34)

∑ Renewable Recharge mode: In this mode the renewable energy is in excess of the load and this 
excess energy is used to charge the batteries. In case the batteries are fully charged the excess energy 
is then used to run the electrolyzer to generate hydrogen.

Key features of this strategy are:

∑ Battery: A cycle of a battery consists of one complete discharge and recharge. By implementing the 
concept of load sharing, the SOCmin is reached more slowly and enhancing the life of the battery is 
enhanced by limiting the number of cycles. The terminal voltage of the battery is automatically taken 
care of by this mode.

∑ Fuel cell: With the help of load sharing, fuel cell life is extended. Moreover, the fuel cell power output 
lies around its maximum efficiency point during most of its operational hours.

Figure 2: energy management strategy

ANN IMPleMeNteD MPPt FOR SOlAR MODuleS6. 
In the literature, there are two methods for implementing the P&O algorithm: the direct method (duty ratio 
perturbation) and the indirect method (reference voltage/current perturbation). In the direct method, the MPP is 
searched by continuously perturbing the duty cycle of the dc–dc converter. Although the main advantage of the 
direct method is its simplicity, it has a slower transient response and a worst performance at rapidly changing 
irradiance compared with the indirect method [24]. The choice of step size in P&O decides the performance of 
the algorithm. Due to a large step size, although, the MPP is reached fast, the oscillations at the end of MPP will 
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reduce the accuracy and increases the time elapsed for the system. Further, the search for MPP might proceed 
into the wrong direction and hence reduce the power output of the system. When a small step size is chosen, the 
number of iterations increases due to which the time take taken to reach the MPP increases.

The MPPT for PV panels, as depicted in Figure 3, is performed by a feed forward neural network trained 
with Levenberg – Marquardt training algorithm. The Levenberg–Marquardt algorithm blends the steepest descent 
method and the Gauss–Newton algorithm. Fortunately, it inherits the speed advantage of the Gauss–Newton 
algorithm and the stability of the steepest descent method [25]. More than 10000 samples of tabulated data 
consisting of: radiation, temperature, as inputs, and Iref as the output was built, where radiation was varied in 
steps of 5 W/m2 and the temperature was varied in steps of 1K, in order to construct the training data sheet of 
the neural network and an MSE of .001 was achieved.

Figure 3: Algorithm for ANN implemented MPPt

Figure 4: Algorithm for ANN implemented MPPt
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ReSultS7. 

7.1. Results of Optimal Sizing
The Wind speed, Temperature and Solar radiation data for 8760 Hours of Kolkata (22.5667°N, 88.3667°E), 
India, taken from the meteorological department are shown in Figures. 5-7. Kolkata experiences high temperature 
during summer and comparatively low temperatures during the months of winter. The average wind speed lies 
around 5 m/s with a peak wind speed of 25 m/s. The sample load data considered for optimization is shown in 
Figure 8.

The component specifications such as rating, cost and the limits of the number of components used are 
given in Table 1. The various PSO parameters involved in the optimization of reliability and cost are given in 
Table 2.

Figure 5: Solar radiation for 8760 hrs

table 1 
Component specifications, cost and limits on number of components

Equipment Capacity Initial cost Replacement 
cost O&M cost Lifetime Minimum Maximum

Wind turbine 5 kW 1015 $/kW 230 $/kW 25 $/kW 15 1 3
PV modules 200 W 4401 $/kW 880 $/kW 88.01 $/kW 20 2 100
Fuel cell stack 6 kW 6000 $/kW 300 $/kW 240 $/kW 15000 1 3
Battery 250 Ah 200 $ 20 $ 5 $ – 4 40
Electrolyzer 2 kW 3000 $/kW 150 $/kW 150 $/kW 10 1 1
Hydrogen storage – 990 $/kg – 10 $/yr 50 .24 4
DOD – – – – – .6 .2

Figure 6: Wind speed data for 8760 hrs
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Figure 7: temperature data for 8760 hrs

Figure 8: load data for 24 hours, standard Ieee domestic load profile

table 2 
Parameters of PSO

Parameter Value

Local cognitive factor c1 2

Global cognitive factor c2 2

Population size 49

Iterations 50

Inertia weight min & max 0.1 & 1

The optimal sizing of the system has been performed by generating random combinations of sources and 
calculating their respective EENS and p.u.cost, after testing them through the energy management strategy that 
is in concern. PSO then searches for better combinations through the same process and proceeds in a direction 
where there exists a possibility of a global best. The optimal configuration so obtained is furnished in Table 3. 
The energy management strategy to meet the load demand for 24 hrs considering the wind speed, radiation, 
temperature data for a particular day is shown in Figure 9.

Figure 9: 24 hour demand generation curve
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table 3 
Optimally Sized combination

No. of Wind 
Turbines

No. of PV 
Modules

No. of Fuel 
cells

No. of 
Batteries Electrolyzer Hydrogen 

Storage DOD Pu cost EENS

1 10 1 24 1 1kg .87 0.401 .000764

table 4 
Mean Percentage of time Occupied by each Mode in 8760 Hours

Mode of operation Time (%)
Battery mode 30.25
Fuel cell mode 6.82
Hybrid mode 43.18
Renewable recharge mode 19.75

Table 4 shows the mean percentage of time for which each mode is followed during 8760 hours. For the 
considered load pattern, it is observed that hybrid mode dominates .

7.2. ANN Implemented PV-MPPt
The main purpose of dynamic modeling is to observe the real 
time behavior of the device and also to supervise the voltage 
and current set points for the devices as well. The modeling 
processes that have been adopted in this paper have been 
verified by matching the calculated characteristics with that 
of the user manual. The choice of neurons is crucial to the 
accuracy of function fitting. Figure 10 displays the results 
of training the neural networks for three times with different 
number of hidden neurons with tan sigmoid function as the 
activation function.

The number of neurons are chosen on a trial and error basis and trained with different activation functions. 
Figure 11 is a bar graph representation of the results for training with different number of data samples and 
different activation functions. It is found that tan sigmoid function gives the least Mean Square Error (MSE) as 
compared to other activation functions.

Figure 11: Choice of activation functions

Figure 10: Choice of hidden neurons
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TIC and TOC functions are used to determine the CPU time (elapsed time) needed to calculate the optimum 
voltage by the proposed MPPT algorithm and the classical P&O algorithm. As a result, the execution time of 
the proposed algorithm is found to be 4.98 second to calculate the optimum value of the voltage as compared 
to classical P&O algorithm which takes 9.7 second. This shows that the improved algorithm is faster than 
the classical P&O method. Figure 12 and 13 displays the reference current and Power obtained by the ANN 
implemented MPPT algorithm in comparison with the classical P&O method. It has been observed that the ANN 
method settles down smoothly at the maximum power values as compared to P&O.

Figure 12: Comparison of Iref obtained by P&O method and ANN implemented method

Figure 13: Comparison of power tracked by P&O method and ANN implemented method

7.3. Verification of Different Modes of Operation
Tables 5 to 9 display the technical specifications of various devices used for the simulation. The verification of 
the power flow control design has been done with the help of a SIMULINK model as shown in Figure 16. The 
block includes an embedded Matlab function that performs the energy management as given in the process of 
optimal sizing. Unit delays are used in order to solve the algebraic loops in SIMULINK. The SOC and volume 
of hydrogen constraints are checked inside the power flow control block. The following steps describe its 
algorithm.

Step 1: Receive PV Power at MPP and power from wind

Step 2: Check whether the load can be met by the renewable energy sources alone or not. If yes then go to step 
3, else go to step 4.
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Step 3: Calculate the excess power and check battery SOC conditions. If Battery SOC <= SOCmax, charge the 
batteries and thus generate a –ve Pbatref, which is then given to the battery block. Check if still remaining power 
exists and battery SOC = SOCmax. If yes, then the electrolyzer is operated to generate Hydrogen.

Step 4: Calculate the demand in excess of renewable energy and check for battery condition. If battery 
SOC > SOCmin, the battery discharges. Check if still demand is in excess of power generated or not and battery 
SOC <= SOCmin. If yes then fuel cell is discharged to meet the demand.

table 5 
technical specifications and calculated parameters for dynamic simulation of solar module

Capacity (W) Rs (W) Tn K Isc A Voc V Vmpp V Impp A Kv V/°C Ki A/°C
200 .7123 298 8.21 32.9 26.3 7.61 .123 .00318

table 6 
technical specifications and calculated parameters for dynamic simulation of wind turbine

Capacity kW Vcut-in m/s Vrated m/s Vcut-out m/s Efficiency Cp
5 3 10 14 .6 .6

table 7 
technical specifications and calculated parameters for dynamic simulation of fuel cell

Capacity kW Imax A Inom A Vnom V Vmin V Eoc V Rohm W Io A NA
2 25 13.1 48 32 65 0.1068 0.0931 0.7977

table 8 
technical specifications and calculated parameters for dynamic simulation of battery

Capacity Ah Efull V Eexp V A V B Ah–1 R W Enom V Qnom Ah K V Eo V
260 13 12.7 .3 14.28 1.8 12.3 104 .6 13.29

table 9 
technical specifications and calculated parameters for dynamic simulation of electrolyzer

Capacity kW Nominal Temperature °C Voltage levels Production rate kg/day
2 45 48V DC ~ 220V AC 4 

Figures. 15-18 display the results for the simulation of different modes. The simulation of different modes 
have been carried out by changing the initial values of variable parameters (initial SOC, load) at the beginning 
of the simulation. The battery mode is displayed in the Figure 15, where the load in excess of renewable 
energy is actively being met by the battery bank without the operation of a fuel cell. The SOC at the beginning 
of simulation has been kept at SOCmax due to which the fuel cell remains inactive during this period. The 
dynamic response of the batteries has been observed to be similar to a step response, while the battery bank 
voltage swings around 52V which would gradually decrease with time to reach 40V which is set as the cut-off 
voltage.

The Fuel cell mode becomes operational in case of long durations of very heavy load where the battery 
bank is completely discharged and demand in excess of renewable energy is now completely met by the fuel 
cell. In order to simulate this mode, the initial value of SOC has been fixed at SOCmin. The terminal voltage of 
the device varies from 54V to 36V and is taken care of by a dc-dc boost converter which steps-up the voltage 
to a common dc bus voltage of 230 V while the device is cut-off at 35V.
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Figure 14: Simulink Model for the system design

Figure 15: Battery mode

The hybrid mode plays the most crucial role in the entire energy management strategy by improvising the 
load sharing where in the load is halved between the battery and the fuel cell. In order to simulate this mode, 
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Figure 16: Fuel cell mode

SOC has been kept just above SOCmin so that even with maximum discharge the battery will not be able to meet 
the load. From 13 to 18 seconds the load is moderate and is halved between the battery and fuel cell but as the 
load spikes, the equal division of load is no more maintained but the hybrid mode is retained such that the fuel 
cell operates at its maximum capacity, while the rate of change of battery SOC is greatly reduced. Renewable 
recharge mode is followed when renewable energy is in excess of load or during very lightly loaded periods 
which occur during the morning period of the day.

Figure 17: Hybrid mode
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Figure 18: Renewable recharge mode

CONCluSION8. 
This paper deals with optimal sizing of a wind/PV/fuel cell/battery system using PSO, where, the number of wind 
turbines, number of PV modules, number of batteries, number of fuel cells, volume of hydrogen to be stored 
and DOD of the battery bank have been optimized, by developing a single objective function consisting of two 
objectives: EENS (for reliability) and per unit cost. The optimal configuration has then been simulated, using 
dynamic modeling, to verify the different modes of operations. The real time simulation and the optimal sizing 
of the combination has been performed for a standard domestic load. Importance is given to the new energy 
management strategy which implements a feed-forward ANN trained with Levenberg – Marquardt algorithm for 
MPPT of PV modules .It calculates the reference power for batteries and fuel cells based on the terminal voltage 
and discharge current satisfying the SOC and volume of hydrogen constraints. The terminal voltage of both the 
power storage equipments has been monitored and found to be within the acceptable limit. A comparison has 
been made between the classical P&O MPPT and the ANN implemented MPPT where the mean efficiency of 
the ANN implemented method has been found to be better than that of P&O implemented method.
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