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Word Prediction using Collaborative
Filtering Algorithm

Soumalya Ghosh* Hukam Singh Rana** Ravi Tomar***

Abstract : Word prediction refers to predict the most probable next word which is intended to be typed
afterward. So, it enables the user to compose a word without completely typing all the characters of it. Hence
itisfacilitated to save the number of required keystrokes. However, development of an efficient word prediction
system is very much obstructed due to the data sparsity in training data. The paper will be going to address the
negative effect of the data sparsity on word prediction. The performanceof traditional statistical word prediction
techniques like unigram bigram, n-gram etc., are bounded due the to data sparseness. That can be resolved by
any advance data cleaning techniques like smoothing, filtering etc. Here in this paper we use collaborative
filtering technique to address the issue of data sparsity and enhance word prediction quality. The proposed
approach is established through critically evaluated with the different considered metrics like percentage of
key strokes required to predict the intended word, percentage of key strokes save by using the prediction
engine, and percentage of accuracy of our word prediction model. The empirical evaluation has been proven
that the proposed approach is superior than the traditional statistical word prediction technique.

Keywords : Word Prediction, Data Sparseness, Smoothing, Collaborative filtering, Pearson correlation
coefficient.

1. INTRODUCTION

Word prediction mechanismisone of theforemost text entry rate enhancement strategy whichisimplemented

through predicting most the probable next word which auser isgoing to betyped. During thetyping, theprediction
system monitors each input or typed character one by one and a list of most probable words based on the
previously typed sequenceiscreated. Thelist of the probable wordsisupdated whenever acharacter isadded or
removed fromthetyped sequence. Whenthelist showsthe required intended word, it is selected and inserted into
thetext whichisunder composition. Some of theadvantagesof any generic word prediction sysemareligedinthe
following section.

1. Improvement of text entry rate: Theword prediction system eiminatesthe need to typeacomplete
textual chunk and thusimproving or enhancing thetext entry rate.

2. Reducing effort : Theword prediction system savesthe keystrokes required to compose acomplete

text, asit predictsthewholeword after typing afew charactersand thusthe effort requiresfor typing is
reduced.

3. Spdl checking: Theword prediction sysemisidentified the intended word after typing first few characters

of that word. It can predict the correct one, evenif there may also be some misspelled charactersinthe
typed sequence. So, it helpsto writethe correct spelling of the entireword.
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The advantage of the word prediction systemis not only restricted on the previoudly pointed list. It isalso
advantageousfor the personswith languageimpairmentsand physical disahilities. This can be doneby improving
thequadlity of themessage composition by providing orthographic and grammetical cuesfor effectiveword prediction.

By exploiting the current sentence context using the statistical techniques, aprediction system can provide
more gppropriateword choicesto the user. The statistica information employed in any traditional word prediction
systemis mostly n-gram language models[ 1]. The n-gramword prediction model canbe used to calculate the
word frequency fromthetext corpusinunigram, bigramand trigram approachesin order to suggest the most
probable next word. It also to be noted that inthe case of unigramword prediction system, wordsare predicted
by matching with the prefix of the current word entered so far only [2]. Onthe contraction bigramand trigram
word prediction systems are taken consideration of one and two previous words along with the word prefix
entered so far respectively [2]. It isalso reported that trigram model givesbetter result in comparison of unigram
and bigram[3].

However, thetrigram modd generally required massive amount of text corpusin comparewiththe unigram
and bigrammodel [4]. Asaconsequenceit dowsdown the prediction process due to searching the useful clues
fromthelarger dataset. Moreover, it isalso quite possible that many of the trigram sequences may never occur
evenwiththe excessive amount of training dataset [5], [6]. Here, inthisresearch work we addressthisissue by
using the popular recommender algorithm, collaborativefiltering technique[7]. The collaborativefiltering
algorithmisimplemented with the Pearson correl ation coefficient (PCC) [8] to find the word similarity and the
word smilaritiesare used to predict the misang bigramfrequencies. Theapproachistested with different evauation
meatriceslike - percentage of key strokesrequired to predict the intended word, percentage of key strokes save by
using the prediction engine, percentage of accuracy of our word prediction model. It isfound that the propose
model takes 15: 2% and 17:4% lesskeystrokesin comparewith thebigram predictor in respect to in-domain and
out-domain data. The proposed model saves around 57% and the bigrammodel saves41:8% key strokesfor in-
domaindata. Similarly, for out-domaindatathe save percentageis51: 9 and 345 respectively. Around 93% and
91% of thewords of thein-domain and out-domain dataareaccurately predicted by using the proposed system.
However, onthe same data set the bigram predictor accurately predicted around 87% band 83% of theword.

Therest of the paper isorganized asfollows. Section |1 discussesthe prominent related worksreported so
far ontheliteratures. The proposed methodology isexplained in Section 111. Theresultsand analysis of the
proposed approach ispresented inthe Section | V. Finally, the paper is concluded with directionisfuture work
inthe Section V.

2.RELATEDWORK

In recent section, weare going to discussed on several prominent works onword prediction strategies. It
should be mention the scope of this section isbounded to the statistical word prediction only.

The statistical prediction systems mostly use n-gram (uni-gram, bigramand trigram) language models
[1]. Thismodel predictsthe word onthe basis of condition probability with the previousword. However, the
unigrammode usesonly theword frequency information without including the previousword frequency. This
isavery basic model generally used in the earlier word prediction system [2]. The advancement over the
unigramis done by using bigramand trigrammodel . Both of the models are word frequency information
along with the previousword frequency. The performance of trigrammodel generaly better than the bigram
model [9]. It is also to be mention that trigram model is usually considered as the baseline model in word
prediction context [9]. However, the data spar senessis one of the major drawbacks of the trigram model
[10], which can be addressthrough smoothing. In spite of that another significant pitfall isthe requirement of
hugetraining dataset to runthe prediction syssem. Several popular workshave done using then gram language
mode which are discussed inthefollowing.

Trnkaet d. [4] comparesthree different text entry methodsnamely no prediction, basicword prediction and
advanced word prediction. Word frequency model and trigram model isused in basic and advanced word prediction
mechanismrespectively. Theexperiment concludesthat advanced word prediction can lead to higher text entry
ratesthan basic and no prediction.
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Arnott et al. have developed Predictive Adaptive Lexicon (PAL) [ 11] system. Thisisdesigned by considering
theword frequency information and subtext whichisbeing entered so far only without including the previousword.
To enhancetheword prediction capability, PAL system addsthe new words automatically.

Carlberger et . [12] have designed agtatistical and adaptive sysemfor predicting the next word in Swedish
language known as Profet. The system usesthe bigram probability to predict the probableword after completion
of the current word and this current word is completed with the help of unigram probability. Profet 11 [13], the
improved version of Profet includes syntactic and semantic information and to consider the previouslast two
wordsit used Markov models.

The Reactive Keyboard has been developed by Darragh et al. [ 14] for physicaly disable people. To predict
the nt" character, the system usesthe (n— 1) previously typed characters. Thismode storesthe datausing atree
structure and the context isreduced by one character if amatchis not found.

Ansonet al. [ 15] have been done oneinteresting empirica study onwhether theword prediction or completion
mechanismswould increasethe typing speed for transcription based typing with an on-screen keyboard. Further,
typing speed get moreincreased by integrating the word prediction technique over both the on-screen keyboard
alone and the on-screen keyboard withword completion.

However, dl the above mention works are not pay much attention of data sparseness. Inthiswork weare
giventhemogt weetage on these agpects. Asaconsequence goart fromn-grammode , weare using the collaborative
filtering approach to provide the efficient prediction result over the previoudy used tradition approaches.

3.PROPOSED METHODOLOGY

It isestablished from the discussion of the previous section that the data sparsity isone of themgor obstacle
inthetradition word prediction mechanism (n-grammodel). Herewe propose an algorithmto overcomethe
effect of data spardty inword prediction technique. In this gpproach we use item based collabor ativefiltering
to estimate bigram frequency. This providesan alternate of data smoothing step inword prediction technique.
Thedetall discussonisgiveninthefollowing section.

Here, wetake the Wikipedia english text [16] asthe benchmark textsto train our system. It isalso to be
mention that the corpus have around 1:5 million of total words. Theword-word metrix is created by removing the
stop wordsfromthe considered corpus. So, thecell (i; j) of thismatrix containsthefrequency of theword j inthe
corpuswhichareoccurred just after thewordi. It isneed to be mentionthat, around 20% of the cellscontains null
vauedueto data sparsty inthe corpus After calculating the word-word matrix, Pearson Correlation Coefficient
(PCC) [8], [17] isemployed to find similarity [ 18] between eachi" and j " word by using Eqn 1. InEgn1, Sm
(i; j) and W representsthe similarity between it and jt" word and the subset of wordswhich occurred with it and
i respectively. Here, thefrequency of word W with wordsi and the average frequency of word i are denoted by

oy ad f, respectively.
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However PCC will overestimatethe smilaritiesbetween wordswho happento have occurred with very few
itemsinfew contexts, but may not have smilar inall contexts. To overcomethisunexpected Situation, we usethe
Sgnificance Weighting approach proposed by Herlocker et d. [19], [20] over the previoudy used PCC approach.
The Sgnificance Weighting approachis defined inthe Eqn 2, where |[W, U W, | isthe number of wordswho
have same frequencies with the ™ and j" word and thethreshold &belongsto [0, 1] Inour experiment, we sdlect
0.2 asthevaue of &according to crossvalidation. Thisalgorithm generate aset S(w) of smilar wordsfor missing
bigram frequency f(w, i)according toEgn?2.

. Min(Wuw) o .
sm' (i,j) = 5 .Sim (i, j) @
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Prediction of themissing frequenciesis based on the smilar words. Herewe use Smilar Neighbors Selection
algorithm [21] with threshold (n) rangesin[O; 1]. In our selected dataset the ) is 0.07 on the basis of cross
vaidation. Thisagorithm generate aset of smilar words S(w) for missing frequency f(w, i accordingto theEqgn. 3.

Sw) = w, [SIm" (w,, W) <m, W, # W 3

Themissing frequency can be estimated asillustrated inthe Egn. 4.
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After theimplementation of Smilar Neighbors Selection algorithm, the approach is shifted towardsthe
bigram predictor to predicting theintended word. Thebigram predictor considersthe just previousword along
with the prefix of theword whichiscurrently bening entered. The system first comparesthe existing prefix of the
current word with all thewords of the vocabulary and then it checksthe bigram probability for each probable
word whichis calculated as P(W, | W, _ 1)), where W_ isthe probable or current word and Wiy isthe
previousword. It can be calculated for each probableword asshowninthe Eqn 5, where C isthe number o% count
of that particular word sequence.

C(WnW( n-1) )

(W) ©)
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4. RESULTSANDANALYSS

The above mention gpproachisimplemented withthe* tm” and* recommederlab” packagesof R statistical
tool on the above mention training data (Section I11). The implemented systemistested on the selected testing
moduleswhich aredifferent fromtraining set. Here, we select bothin-domain and out-domain testing dataset with
referenceto training data. Three different in-domain data set are taken from the same source fromwhere the
training data are taken. However, eachtraining set iscontained the data set that are different fromtraining set.
Similarly, we have selected threedifferent out-domaintesting data set, which aretaken fromthe selected portion of
the English magazine India Today and the sory book The DaMinci Codewritten by Dan Brown. It also needsto
be mentionthat each testing set have on an average around 100 words.

Here, we aregoing to evauate the proposed systemwith reference of the following metrics- percentage of
key strokesrequired to predict theintended word, percentage of key strokes save by using the prediction engine,
percentage of accuracy of our word prediction model. To comparethe efficacy of the proposed system, another
similar bigram predictor isimplemented with the sametraining data set. The both systemsare evaluated onthe
sametesting datawith the same set of matrices as mentionin the beginning of the current section.

Prior to discuss on the proposed system performance, we need to definethe metricsonthe basis of thesethe
system performance will be evaluated. Number of keystroke required canrefer the number of strokeson thekeys
of akeyboard arerequired to type theintended word. Let consider any word (W) hasn number of characters. So,
it requiresn number of keystrokesto type W, while the system does not hasany prediction mechanism. It isalso
to be mentionthat we are not considered any typographica or other error occurred during thetyping. Otherwise
it may require more than n number of keystrokes. On the other hand, if the system integrated with prediction
mechanism, thenit isrequired mnumber of keystrokesto typethesameword W. Here, the mislessthanor equa
to n. More specially, if any character of the word W is predictable by the prediction engine, then mislessthann.
Otherwise, misequal to n. Suppose, thetesting set contains x number of wordseachhasn,, n,, n, ... n, number
of charactersrespectively. Thethetota number of keystrokes required without incorporation of prediction model
isn, +n, +n,... +n . Hence, theoriginal average required keystroke to type aword by the sysemwhichisnot

integrated withthe prediction mechanismacdeb (ks,, ;) canbedefineasshowninthe Egn6. Onthe contradiction,
required total keystrokesdueto the prediction model canbecaculatedasm, + m,+m, +...m, whereeachm
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isless than or equal to each respective n. So, the average required keystroke to type aword by the system
incorporated with predictionmodel (ks,_.) isdefineintheEgn7.

dn
N

(ksfeq—pre) = - X (6)
2m
(KSeqopre) = %,m <n,vi=1l--n %

The percentage of key stroke required (Per —ksreq) can be calculated by dividing (kS¢_e) bythe (kS o)
and multiplying it with hundred asshownin Egn 8.
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Fig. 1. Percentage of keystrokes required for proposed system and bigram predictor

TheFig. lisillustrated the percentage of keystrokeisrequired to predict the intended word both for our
proposed systemaswell asthe bigram predictor, whichiscalculated by using the Eqn 8. Thefigure conveysthat
both of the considered systems are required less number of keystroketo type theintended word, for in-domain
datain comparisonwith out domain-data. The proposed systemisrequired onan average 5: 1% lessnumber of
keystrokewhile typing in-domain datain compare with the out-domain data. Similarly, the bigram systemtakes
around 7: 3% less number of keystroke for in-domain datain reference without-domain datatyping. It isalso
conveying that our proposed systemtakes on an average 15:2% and 17: 4% less keystroke than normal bigram
predictor inrespect to in-domain and out-domain data correspondingly.

The above discussed experimental result can easily define the another considered matric, percentageof key
stroke (Per —ks_, ) save It can be define by subtracting the percentage of key strokerequired (Per —ks, eq)
matric from hundred asshownin Egn. 9. TheFig. IV isillustrated the percentage of key stroke save over the
bigram predictor dueto use of our system. It shown that around 57% and 41: 8% percentagesof key strokes
savein proposed and bigram predictor for in-domain

Similarly, for the out domain datathe system are saved on an average 51.9% and 34.5% of key stroke.

Per —ks, e = 100—Avg—ks,, ©)]
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Fig. 2. Percentage of keystrokes saves on proposed system and bigram predictor

Here the metric percentage of accuracy isreferred to whether any particular intended word is predicted
beforeit typed completely. Hence, the number of keystrokes arerequired arelessfor typed any particular word
using the prediction systemin compareto without of that. Onthe contradiction, if it requires equal number of
keystrokesthan theword is unpredictable. Suppose, thetesting set consistsof p number of words and the system
ableto predict g number of wordsof that set. Then, the percentage of accurately predictableword (Pre—predic)
iscalculated by dividing q by p and multiplying it by hundred asshownin 10. So, the percentage of inaccurately
predicted or unpredictableword can be calculated by subtracting (Pre— predic) thefrom hundred as showninthe
Eqgn. 11. The samematric can also be calculated by divide the subtract g from p by p and multiplied it by 100 as
showninthe Egn. 12.

Per —acc = (g/ p) x 100 (20)
Per —acc = 100 — Per —predic (11)
Per —acc = (p—Qq)/p x 100 (12)
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Fig. 3. Percentage of accurately predictable word in proposed system and bigram predictor
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Thetest result obtained from our experimental setup in thebasisof and matricesdetected theFig. 3. It is
conveyed that around 93% and 91% of the words of the in-domain and out-domain data set are accurately
predictable by our system. So, obvioudy unpredictable word percentageis 7% and 9% respectively onthe same
dataset. However, it isshownthat around 87% and 83% of wordsare accurately predictable, if weuse bigram
predictor for the same test scenario. Hence, the percentage of unpredictableword is 13% and 17% of in-domain
and out-domain data set respectively.

5.CONCLUSION

Predicting themost probable next wordisone of theforemost way out to enhancethetext entry ratewhichis
driven through saving the number of required keystrokes. However, the performance of theword prediction
systems developed by using thetraditiona approachesis mainly confined due the data sparsity inthelr training set.
To overcome this data sparsity problem, we develop aword prediction system using collaborativefiltering
approach whichisinitially implemented by Pearson correlation coefficient (PCC). However, it isoverestimated
the similarity between words. Thisunexpected situation istaken care by Sgnificance Weighting approach over
the PCC method. Nevertheless, Sgnificance Weighting approach suffers from missing frequencies problem
whichisresolved by employing Smilar Neighbors Selection algorithm. Finally, the data sparsity problemis
resolved by following all this previous mention approaches. After that the approach isshifted towardsthebigram
predictor to develop thefinal system. The develop systemiscritically evaluated through different considered
meatricesinreference with both for in-domain and out-domaintesting data. The experimenta outcome established
that our develop word prediction system is outperformed than the smple bigram predictor. However, herewe
only restrict up to bigrampredictor only. Infuturethislimitationwould be overcome with thetrigram predictor
integrated with collaborative filtering approach.
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