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Improvising Connectivism by the use of
Local Binary Pattern and Bayesian
Network

Govindwad Akilesh, SharmaM ayank, Varkhede Sanket* Bharadwaj Vishanth Thiyagar aj an**

Abstract : The use of computer has increased in the field of education in today’s scenario. The availability of
Massive Open-Source Online Courses(MOOCS) is changing the way where the subjects are taught. Many
mechanisms are combined with MOOCs where the user experiences new methodologies that makes the
understanding of concepts more simple and easy to live with. This paper focuses on one such mechanism,
which supports the ideology of connectivism which states that the computer can be used as a guiding tool in the
field of education. The Local Binary Pattern (LBP) based object detection is used which heps to track the
facein real time. Along with the angular distortions observed the LBP can be used to track the focus of the
students and the teaching program can be made to pause if the student does not focus towards the computer.
The ADA-Boost machine-learning algorithm is used to create a Cascade file, which includes the features of
the face observed and recorded by L BP. The paper has 6 teaching methodologies in all, which includes teaching
methods for the Deaf and Blind students too. For this purpose the Bayesian Networks are used to study and
examine the student’s mindset and their understanding style to provide accurate teaching. The aim of this
paper is to provide a teaching methodology, which can be used for self studies and can bring some revolution
in the education field.

Keywords : Local Binary Pattern, Bayesian Network, Ensemble Learning, Object Detection, Connectivism,
MOOCs.

1. INTRODUCTION

Inthispaper an approach isintroduced to support better learning techniquesfor student. Currently, students
for learning different thingsmostly use YouTubetutorials and pdf files. Students can learn or acquirerequired
knowledge fromthese sources but every sudent has different grasping power. Inthispaper an gpproachisused
where student’scurrent activity istracked and taught accordingly.

Inthisproject, LBPagorithmisused for rea timeobject detectioninstead of HAAR. LBPis20% faster than
Haar. It helpsto track student’scurrent statusor activity. Bayes net dgorithmisused instead of MLPagorithmfor
mood detection of sudent or user. MLPagorithmtakes 10 more secondsthan Bayes.

Here, by combining the L BP and bayes-net dgorithmsefficient way of learning isintroduced through eectronic
media. Inthisproject, Openstack isused for deployment purpose. It also reduces power consumption, memory
consumption and solves compatibility issue.

2.METHODOL OGY

Thispaper contains4-stage mechanism, whichincludes Technique selection, Face detection, Face track and
| deology.
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Fig. 1. Methodology.

1. Technique Selection :
(a) BayesanNetwork

2. Face Detection :
(2) LBPFeatures (b) Integrd Image
(c) ADA Boost (d) Cascading

3. FaceTack :
(8 MeanShift (b) CAM-Shift
(o) HistogramBack-Projection

4. Ideology :
(a) Corectivism

3.FACEDETECTION

A.LBP

For variouscomputer vision applicationslike texture classfication and segmentation, Image retrieva and
surface ingpection LBPfeatures are used. Thefaceimageisdivided into many partsfromwhich LBP featuresare
extracted and combined into aggrandize featured vector whichis used asface for description of texture. The
operator assignsalabel to every pixel of image. Thiswork isdone by thresholding the 3x3 neighborhood of every
with value of center pixel by considering theresult asbinary value.

Thenthehistogram of thelabelsmust be considered asatexture descriptor.
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Fig. 2. Histogram.
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Spot, Flat, Lineend, Edge, Corner these are the different texture primitives. LBP operator uses different
neighbor sizes. In LBP, , operator, 4 neighborsareused whilein LBP,; , operator, 16 neighborsare used along
withradius2.

16,2

L BP based facial representation

LBP operator effectively detects each faceimage, which can be considered as composition of micro patterns.
A LBPbased face representation for face detectionisintroduced by Ahonen a a. Face imagesaredivided into
‘m’ small non-overlapping regionsRO, R1, ..., Rto consider the shapeinformation of faceswhichisshownin
following figure. Fromeach sub-regions, LBP histogramsare extracted which are then concatenated into single.
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The spatially enhanced featur e histogram isdefined by following formula:
Where i=0.. L1 j=0,...,M-1L
Thelocal textureand globa shape of face images are described by extracted feature histogram.

B.ADA-BOOST

ADA-BOOST isamachine-learning dgorithm used for detection purposeincomputer vision. It cantrack the
beg features. To improve performance, ADA-BOOST dgorithmcan be combined with other gorithms. It combines
weak classifiersand creates strong classifier. Performance of weak classifier ispoor but it isbetter than random
guessing. But when strong classifier isformed, it can detect facesor any objects.

Following formulae demonstratethe concept of strong classifier and weak classifier.

F(xX) = alf (x) + a2f(x) + a3f(x) + a4f(x) @
a = assgnedweight.
f N(X) = weak classfiers(tracked features).
F(x) = compiling featuresto generate strong classfiers.

Condder thefollowingfigure:
A B AR
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Fig. A Fig. B
Fig. 3. Weights of positive and negative images.
Thegreenarrowsshown inthe abovefigure are positive imagesor the objects, which arerequired whereas
maroon arrowsarethe negativeimages. InfigureA, positive and negative images are mixed whileinfigureB, a

black lineisdrawn to separate postive and negative images.
Here, thereisafase detectioninfigure B. It can berearranged by increasing weight of falsely detected image.
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Fig. 4. weights of positive and negative images.

Now, consider figure A, weight isincreased of falsely detected image. Now again, based on their weight,
rearrange and classfy imagesasshown infigure B. Hereagain, therearetwo falsely detectedimagesshownin
figure B. Now again repeat those same procedures where higher weighted images are separated from lower
weighted images. By this separation, positive imagesand negative images can be easily identified.

ADA-BOOSTALGORITHM

For nroundsweconsider :
1. Weighted error iscalculated and best valueis chosen.
2. Weight of the example hasto be changed.
(@) Correct examples=weight islower than other examples.
(b) Incorrect examples=weight ishigher than other examples.
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C.INTEGRAL IMAGE

Formula:

a = co-ordinatesof therectangle of the edgewhichisrequired.

L = co-ordinatesof theedgewhichislocated to the left of that edge.
2 |3 4 2 |5 9

=
! 6 > 3 12 31
2 3 1 5 17 | 27
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Fig. 5. Theoretical Example for calculation of the mentioned formula.
Hereinmatrix A, those areisthe norma image co-ordinatesand

In matrix B, those arethe co-ordinateswhich are generated using integral image.
Practical Example:

P Q

R S
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Fig. 6. Integral Image representation in terms of rectangle.

Now, areaof theblock ‘S can becalculated by usngfollowing formula:
Area(S) = ((1+4)—(2+3)).
Areaof ‘P or any block can also be calculated in termsof other blocks. It isgiven by:-
Area(S) = P+(P+Q+R+S)—((P+Q) +(P+R))
D.CASCADING CLASSIFIERS

Thereisthelimitation with theapproach of combining week classfiersto form strong dassfier. Inthisapproach,
algorithm scansthe same image again and again with the different size of window. Thisleadsto increaseintime
consumption and energy consumption.

Stage 1 Stage 2

affirmgtive
Is input a face?

negative

input
Is input a face?

Dbject not found

Discard the sub-window Discard the sub-window

Fig. 7. Cascading Classifiers.
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Condder thereare‘p’ number of positiveimagesand ‘n” number of negativeimagesand n > p. Theagorithm
must scanthefaces effectively with high speed and high efficiency and should immediately discard the negative
images or non-faces and focuses on positive images. Hencefor this purpose, cascading the classfier method is
used. In cascading the classifier method, strong classifiersare combined. Inthismethod, featuresare scanned in
step-by-step manner. Every stage checkswhether givenimage containsfaceor not. If theresult is positive means
givenimage containsimagethen it meansthat classifier issatisfied and thisresult is passed to next stage classifier
and if result isnegative, thenimagewindow will be discarded.

Following arethethreemain stepsin designing a classifier :
1. Summation of total number of stages

2. Summation of total number of features

3. Threshold valuefor each angle strong classifier

4. CONNECTIVISM

Connectivismisalearning theory for adigita world. It explains complex learning in acontinuously changing
social digital world. Human-to-Human interaction isage old and efficient way toimpact on education.
Connectivismisanideology, which can be efficiently used to increase human computer interaction andto get its
benefitsover human-to-humaninteraction. The knowledge, whichispresent in nor-human computer appliances, is
defined by connectivism

Connectivism principles:

Variousrange of optionsfor delivering knowledge.

Learning isaprocess, which connectsvariousinformation sources.

Morefocuson acquiring new knowledgerather than focusing on present knowledge.
Knowledge can be acquired from non-human appliances.

Proper maintenance of coonectivismleadsto efficient learning.

Maintaining proper connectionisrequired for efficient learning

Maintaining connectionsbetween ideas, concepts and fieldsis core skill.

Accuracy and up-to-date knowledgeis currency in connectivism.

Decison-making is named alearning process.

S.IMPLEMENTATION

© oo N UA~A®WDPRE

TheBayesan Networks hasadua purpose mechanism where an appropriate teaching mechanismis chosen
for students and also the dataset of the Bayesian Network isincreased if the student find the teaching method
acceptable. Hence it improvesthe usability and accuracy of the project.

Check the student’scondition if he/sheisdeaf, blind or normal.

Impart teaching k1 if the student is deef.

Teaching k2 isimparted if the sudent isblind.

For thestudentswho are neither blind nor deaf, 11 psychologica questionsare asked based onapool of

500 random gs to find their mood and confidence level based on which the one of the remaining 4

methods can be applied.

5. Theanswersprovided by the sudentsare given to the Bayesian network and the Teaching methodology
ispredicted accordingly. Theteaching set Ki = {K1, K2, K3, K4, K5, K6}

6. After thelessonsaretaught, afeedback istaken from the student. If the feedback ispositive thenthe
database updatesitself with the current students' data, if not the student is provided the freedomto
choosetheteaching methodology.

7. Step 1to 7isrepesated for every student.

El I\
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List Of Attributes X = { Self-Learning Level, English understanding level, Imagination skills, Conceptual
knowledge, Presentation on paper, Concentration, Marks, Attendance}

NOTE : 4typesof levelsare shown namely:

Very High (> 90%), High (75% — 90%), Medium (40 — 75%), Very Low (< 40%).

TEACHING METHODS

K1 = Teachingwithvoice.

K2 = Scanconcentrationfor display.
K3 = Teachingwithbasic flowcharts.
K4 = Pauseand Play Videos.

K5 = Badcreading by usng pdfs.
K6 = Questionanswer formets.

Analyze attributes

Suspend fPause sudio/fow [:> SCAN FOR FACE

- xhart and give C ; ‘

video warming "'-:"!.l‘l‘l::mlrnhmg audio /=~ @
thread -

Continue playing
video thread,

Fig. 9. Implementation to check student condition

6.BAYESIAN NETWORK

A Bayesan Network isaprobabilistic Directed Acyclic Graphica model. Bayesian networks are composed
of Directed Acyclic Graphswherethe nodesarerelated with each other. The nodes haverandom values associated
with each other where asthe connectorsprovides arepresentation of relationship between them. Therearetotal of
11 values present in the dataset. Naming them according to the columnstheir relationship isdrawn below which
also denotesthe build configuration. Thefollowing showsthe Bayesian graph and the probakilistic model isshown
below.
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Fig. 10. Bayesan Model For attributes.
Mode : P(1)*P(1]2) *P(1|3) *P(1]4) *P(1|5) *P(1|6) *P(1[7) *P(1|8) *P(1[9) *P(1|10) *P(1|11)

*P(ans|2-11).
7.RESULTS
Atributel | Amr2 | Awr3 | Awrd | AwrS | Awr6 | Awr7 | Awr8 | Awr9 | Aurl0 | Atrll | Answer |
Numeric | Numeric | Nominal | Nominal | Nominal | Nominal | Nominal | Nominal | Nominal | Nominal | Nominal | Nominal
1 63.0 200.0H H VH M M M M M M B
2 73.0 184.0H VN H VH H H VH H H B
3 83.0 187.0VH VH VHH H H H VH VH VH A
4 §8.0 190.0H H VH M VH H M VH VH C
5 60.0 180.0H M H M M M M M M C
6 90.0 181.0H VH VH M VH VH M VH VH C
7 97.0 200.0VH VH VH VH VH VH VH VH VH A
8 90.0 200.0VH M VH H VA Vi W VH VH A
9 46.0 200.0VH L H L L L VH L L E
10 71.0 150.0M M VH M H H M H H C
11 99.0 175.0VH VH VH H VH VH VH VH VH E
12 100.0 1820VH VH VO Vi VH VH WH VH VH A
13 75.0 193.0H M H M H H M H H B
14 55.0 188.0M L H M M L M L L E
15 76.0 177.0H H H M H H M H H C
16 420 147.0L L M L L L M L L 3
17 97.0 200.0VH VH VH H VH VH VH VH VH A
18 75.0 185.0H H VH H H H H H H C
19 82.0 185.0VH VH VH H H H VH VH VH B
20 71.0 190.0H VH VH H H H VH H H A
21 83.0 180.0VH VH VH VH H H VH VH VH A
22 70.0 200.0VH H VH VH H H VH H H B
23 8§8.0 200.0VH H v H VH H VH VH VH A
24 77.0 200.0VH H VH H H H VH H H C

Fig. 11. Dataset Representation
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Abbreviations: VH-Very High, H-High, M—Medium, L— Low, Attr —Attributes.
Answer Selection: A=kl, B=k3,C=k4, D =k5, E=k6.

ST T

Classifier

s e wewwTse viewmes

Choote  mayesiiet -D - weka.classifiers bayes.net seach local K2 - -P 1 -§ BAYES -£ weka.classifiers bayes

Test options
Use training set

Supplied test set
O Cross-validation Folds 10
Percentage spit
More ogtions

(Nom) class a

Stat

Cassifier cutput
I
podli2): class

ae(2): class

class|2):

LogScore Bayes: ~4330. 962054100062
LogScore 30eur ~635). J6eMLI00¢
Loghoore ML: ~6054. 1500020605
Loghcore DNTROPT: ~IMLANIISIIN]
Logioone AIC: ~63L0.00109500M)

Time takes to bulld model: 0.06 seconds

wee Stratified cross-validation wee

v SERATY we
Cornectly Classified Isstasces m M Y
Iscorsectly Classifled Dsstasces wm B.6LY
Ragpe statistle AD

Meas adsolute error L0
Result list (sghe-chick for options) Moot mess squared error A
Relative absolute error 57116 0
082503 - bayes Byyeaet Moot relative squared error na
282, Total Baber of Iastasces ™

wes Dotalled Accuracy By Clags »=

T Rate TP ate Precisice  Becall Fease X

3.0l m .19 .06 0.4 0.

.6 .M 0.6 0.608 0.63 0.

Nelghted Mvg. 0000 .0 LR} 010 2 0.

Fig. 12. Bayesian Probablity and results.

The use of Baysan Network isdonewhere theaccuracy of theresultsin 74.3%. Thisreading can beincreased
when softwareworksinreal timeto achieve more accuracy by students' feedback.

250
200
150 -
100 ‘ esfms mp lemented
e Regular
50
0 T T T T 1
2> 4 s A
é,o( &éc‘a (&.6 *e_.\" :\\‘;é
S & S
& & o
=%
&&

Fig. 13. Learning Time

The abovefigureshowsthe comparison betweenthe regular method and implemented method. The comparison
isbased onlearning time of the students. The blueline show the learning time used by theimplemented method and
thered line showstheir regular method for learning
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Fig. 14. Number of questions answered.

Herethe above figure denotes the number of questions answered by the students
8.DISCUSSION

Theaboveresult wascaculated on class 9 students (100 students having 75%-80% aggregate) where the
students' attributeswere taken from their mathematics score and attendance. A series of 150 questionswas
chosen fromInternet, which was used to observe the students and find their mental level. Based ontheir level of
understanding the best teaching method from the 6 were chosen and implemented on them. The feedback
obtained from the students helped to create the dataset from whichthe project could beimplemented onrea
time. Moreover it was observed that the previous model, which used the Haar, based detection system and
Multi-Layer Perceptron was comparatively slower and less accurate than this model used. The studentswere
divided in groups where they were distributed on the basis of the score they obtained in class tests. These
studentswerefurther divided into 2 groups of 50 students each. Group 1 weretold to study intheir regular
format of self study and theremaining 1 group werethe software in which they had to choose the teaching
techniquefromK3to K6. Thisgroup also included the blind and deaf studentsand K1 method and K2 method
were assigned automatically to them. The next day testswere conducted which included 10 objective based
guestions randomly chosen by the teacher onthe spot. Student who used this software were found to have a
better result thanthe students who studied using their old self ssudy method. The project hasavoice assistance
systemto makethe student focustowardsthe computer if they tend to waver. The LBPagorithmin combination
doesthiswith Sphinx4 Text to speech converson engine.

9.CONCLUSION

Herethe Bayesian Networks are used to analyzethe data obtained from the students based on the attributes
mentioned inthediscussion. Based on thesedata 6 teaching methodsK 1 to K6 areimplemented which includes
Vocal teaching, Scanning concentration for display, Teaching with flowcharts, Pauseand play of the videos, Pdfs
and Question answer format where the above methods use the Local Binary Patternto detect the face for the
purpose of concentration. Here after the sudentscomplete the training given by the computers, their feedbacksare
taken. Based onthisfeedback, if theteaching issuccessful thedataisadded tothelist otherwisethe student isgiven
achance to choose his own method, which eventually leadsto data generation. More use of this systemwill
improve thedataset leading to higher accuracy, which helpsinchoosng abetter sysemfor the students. It waswell
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observed that the sudentslearning timeincreased by 1.3-1.5 timesfromthe graph tables. For specidized teaching
for the studentsthe use of Eigen Face agorithms can be used which canrecognizethe students facewhileteaching.
Above all thiscombination of algorithm isfaster than the previous version which used Haar based detection
method and Multi Layer Perceptron(MLP). Since MLPiscomparatively slower than Bayesian Network and
Local Binary Patternis comparatively faster than the Haar based detection technique by 20%, the speed of this
ideology hassignificantly improved.
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