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ABSTRACT

Infrastructure as a Service (IaaS) is one of the common Cloud service models, which is most used by the scientific
applications. As the users are charged only for the usage of resources based on the Service Level Agreements (SLA),
the users are attracted towards the IaaS. Workflow scheduling is a complex issue in IaaS because multiple scheduling
parameters are to be considered to satisfy the Quality of Service parameters. Workflow applications comprises of
various sub-tasks, which are to be executed in a particular method. These tasks have parent child relationship. The
parent task needs to be executed before its child task. Workflow scheduling algorithms are supposed to preserve
dependency constraints implied by their nature and structure. Resources are allocated to various sub-tasks of the
original task by keeping into account these constraints. The role of workflow scheduling algorithm is to find the
schedule which satisfies the SLA document which is written between a cloud user and a cloud service provider. Many
heuristic algorithms were proposed in the literature, targeted only a single parameter for scheduling. But the user may
require multiple objectives to be satisfied such as cost optimization, makespan optimization, reliability, deadline
constrained, budget constrained etc. Hence, it is the responsibility of the Scheduling algorithm to find the optimal
schedule that satisfies the SLA. The proposed algorithm uses Differential Evolution technique to optimize the scheduling
parameters such as execution time of the application and Cost of executing the application in the Cloud. The proposed
algorithm is compared with the Genetic Algorithm and the results outperform the Genetic Algorithm.

Keywords: Multi-objective optimization, Differential Evolution Algorithm, Mask mutation, Recombination, Workflow
scheduling.

1. INTRODUCTION

In this Information era, large volume of data are transferred and processed over Internet. Scientific applications
need large amount of resources to execute their simulations. The suitable platform to handle this ever-increasing
data and analysis of the scientific applications is the Cloud Computing. Public Cloud uses the pricing models based
on utility computing with pay-as-you-go principle. The Cloud’s extraordinary features such as Scalability, Flexibility
and Cost efficiency grant fine solution for the Scientific Workflows.

One of the important issues in Scientific Workflows is scheduling. Good scheduling algorithms need to produce
optimal results according to objective functions in a very short time without consuming too many resources. The
challenge involved in Workflow Scheduling is Quality of Service (QoS). QoS involves various parameters such as
Budget, Deadline, Reliability, Availability, Minimizing the makespan, Supporting Service Level Agreement, Security
and Load Balancing [1]. Among these parameters, minimizing the makespan and Cost of executing the workflow
forms the important concern of the workflow scheduling. Executing the workflow with economic cost and minimum
makespan in the IaaS, is a multi-objective problem. In Multi-Objective Optimization (MOP), there is no single
optimal solution with respect to all objectives, but there is a set of tradeoff solutions known as Pareto front [2]. The
main benefit of MOP is that the user can choose the solution which suits their requirement.
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Evolutionary techniques are now widely used for tackling complex MOP problems. Differential Evolution (DE)
is one such evolutionary technique which has gained a reputation of a very effective global optimizer. The aim of this
paper is to optimize the makespan and economic cost of the workflow using DE. Since minimizing makespan and
minimizing economic cost are contrasting objectives, DE is the best technique to get the optimal solution. Also DE
technique satisfies the Cloud users by converting their choice on economic cost or makespan into the objective
function. Thus the optimized result favors the user satisfaction.

2. MOTIVATION

Many heuristic and Meta-heuristic algorithms were proposed for the scheduling problems in the literature. The
heuristic algorithm doesn’t search the entire solution space to find the solution. Also, it fits only for a particular type
of problem. In contrast to heuristic algorithms, Meta-heuristic methods find a near optimal solution by improving
the initial solution based on the quality parameters. In Cloud Workflow Scheduling, quality parameters form an
important role. The quality parameters are Deadline, Budget, Security, Availability, Reliability, Makespan and Cost
[3]. Among these parameters Makespan and Cost need more attention in Cloud Scheduling. The parameters
Makespan and Cost are inversely related. So the workflow scheduling can be down with multi-objective optimization
techniques. The most common Multi-objective workflow scheduling technique blends the multiple objectives in a
single function and optimizes that function. There are many scheduling algorithms proposed by the researchers
using the hybrid approach. Combining the list scheduling algorithm with the meta-heuristic algorithm, they try to
optimize the multi-objective workflows. A new Pareto-based list scheduling heuristic proposed by Juan et. al. [2]
provides the user with a set of tradeoff optimal solutions. The user has to choose the one that better suits their
requirements manually. Ajeena et. al. [4] proposed the bi-objective task scheduling algorithm used weighted sum
approach for pareto-optimality and Particle swarm algorithm to solve the independent task scheduling. A task
scheduling algorithm in cloud computing with the goal of the minimum completion time, maximum load balancing
degree and the minimum energy consumption using improved differential evolution algorithm was proposed by Jing
et. al.[5].

The optimization technique of DE has been used for solving the multi-objective parameters in Grid scheduling
also. Jayasudha et. al. [6] improved the DE technique to solve the multi-objective parameters of makespan and
flowtime in the Grid environment. Bessai et. al. [7] used three different approaches such as Aggregation approach,
õ-approach and Pareto approach to solve the bi-criterion allocation and scheduling strategy. These approaches
tried to optimize the workflow application completion time and cost incurred for the resource utilization.
Udomkasemsub et. al. [8] proposed a scheduling framework for Cloud Data Analytics. In the scheduling plan
Artificial Bee Colony method is applied. To solve the conflicting objectives, Pareto based technique is adopted.
Leena et. al. [9] proposed a bi-objective optimization algorithm using NSGA II, to optimize the execution time and
cost of scheduling in Hybrid Cloud. Hence, the Cloud Workflow Scheduling should be carefully coordinated and
optimized in order to achieve the minimum Cost and minimum Makespan. This paper applies Differential Evolution
Algorithm for the workflows to optimize the makespan and the cost.

3. THE PROPOSED WORK

Workflow scheduling focuses on the resource allocation and execution of dependent task. Hence, the workflow
applications are modeled as a Directed Acyclic Graph (DAG) representing the different tasks and the interdependency
among the tasks. In Cloud, to schedule the workflow applications, many parameters are to be optimized. To get an
optimal schedule, satisfying different parameters Multi-Objective optimization is needed. This paper makes an
attempt to provide an optimal schedule for workflow applications using Differential Evolution Algorithm named
Differential Evolution Workflow Scheduling (DEWS). The advantages of Differential Evolution Algorithm (DEA)
are its simple structure, ease of use, speed and robustness. The DE algorithm is a population based algorithm like
genetic algorithm using the similar operators, crossover, mutation and selection. The algorithm uses mutation operation
as a search mechanism and selection operation to direct the search toward the prospective regions in the search
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space. By using the existing population members to construct a new population, the recombination (crossover)
operator efficiently shuffles information about successful combinations, enabling the search for a better solution
space. The main steps of the DEA [10] are given in Table 1.

3.1. Initialization

As an initial population, 20 schedules were produced by generating individuals (chromosomes) with the list –based
heuristic algorithms such as HEFT [11], CFCSC [12] and LBTP [13]. The remaining individuals are generated
randomly. The schedules are checked for the precedence constraints of the tasks. Based on the number of tasks in
the input DAG, the resources needed for the DAG is decided using the equation 1.

r = n (1)

where r is the number of resources needed for the input DAG and n represents the number of tasks in the DAG
[14]. Consider a sample DAG with 10 tasks, namely, T0 through T9 and the resources to be used are represented
as 0, 1 and 2. Hence the individual chromosome is represented as

P = (T0, 1) (T1, 0) (T3, 1) (T2, 2) (T4, 0) (T5, 1) (T6, 2) (T7, 0) (T8, 0) (T9, 1)

T0 represent the first sub task of the DAG and it is allotted to resource 1. To generalize, an individual is
denoted as

P P P P P Pi
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where G in equation 2 denotes current generation, i = 1, 2, …, p
s 
and p

s 
denotes population size. The Pij

G (j = 1, 2, ..., n)

includes the number of tasks. Once the initial population is generated, the fitness value of each individual is evaluated.
Each of the individual undergoes mutation, recombination and selection. The initial values of the other parameters are
given in Table 2.

Table 2
Experimental Setup

Initial population 20

Alpha 0.6

Crossover rate (CR) 0.6

Number of Generations (G) 100

3.2. Fitness Measure

A fitness function is used to measure the quality of the solutions according to the optimization objectives. The
scheduling parameters for optimization of the schedule considered in the proposed algorithm DEWS are Makespan

Table 1
Steps of Differential Evolution Algorithm

Initialization

Evaluation

Repeat

Mutation

Recombination

Evaluation

Selection

Until (termination criteria are met)
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(MS) and Monetary Cost (C). Considering the Makespan and the Monetary Cost, the fitness function for the
proposed algorithm DEWS is given in equation 3.

f(x) = Alpha * (MS
maximum

 – MS
current

) + (1 – Alpha) * (C
maximum

 – C
current

) (3)

where MS
maximum

 is the highest makespan value in the current generation, MS
current

 is the makespan of the current
schedule, C

maximum
 is the monetary cost of the schedule whose makespan is the highest in this generation and C

current

is the monetary cost of the current generation. Alpha is a cost-efficient factor that represents the user’s preference
for the makespan and the monetary cost. The value of Alpha ranges between 0 and 1. For the proposed algorithm
the Alpha value is varied from 0.5 to 0.8 in steps of 0.1 and it is found that the 0.6 for Alpha optimizes schedule for
the given DAG.

3.3. Mutation

There are different mutation techniques which are very popular in the literature [15]. One of them is given in
equation 3.
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where P Pb
G

c
G, and Pd

G are randomly selected from the population such that a, b, c and d belong to {1, 2, 3, …, p
s
}

and a # b # c # d. The mask mutation operator r is used in equation 4, since the mutation scaling factor F in DEA is not
applicable for workflow scheduling problems [15]. Hence the equation 3 is modified as represented in equation 5.
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where r is a mask mutation factor, which is from an integer set V corresponding to the number of resources. The V
is randomly divided into the two sets V

1
 and V

2
, where V
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 � V
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. To preserve the precedence

constraint of task execution, the order of tasks remains unchanged in mask mutation. The algorithm for mask
mutation is given in Table 3. For example, if a DAG with Ten tasks executed on Three Virtual Machines, the steps
of mask mutation is illustrated below. Consider that the schedules P

1
 and P

2
 selected randomly in the place of P

c

and P
d
, then

P
1
 = (T0, 1) (T1, 1) (T3, 2) (T6, 1) (T4, 1) (T2, 1) (T7, 1) (T5, 2) (T8, 2) (T9, 2)

P
2 
= (T0, 1) (T1, 1) (T3, 1) (T6, 1) (T2, 2) (T4, 2) (T9, 2) (T7, 1) (T5, 1) (T8, 2)

Table 3
Algorithm for Mask Mutation [16]

Begin

for x =1 to 10

if (xth element of P
1
) � V

1
 then

V
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 and V
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end

if (xth element of P
2
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V
1
 and V
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end

end

End

Consider that the set V comprising of three Virtual Machines (VMs), V = {0, 1, 2}. The set V is randomly
divided into two sets V

1
 and V

2
, such that V

1
 = {2} and V

2 
= {0, 1} respectively. The mask mutation algorithm in

Table 3 is applied to P
1
and P

2
 which produce schedules Q

1
 and Q

2
 as given below.
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Q
1
 = (T0, 1) (T1, 1) (T3, 1) (T6, 1) (T4, 2) (T2, 2) (T7, 1) (T5, 1) (T8,2)(T9, 2)

Q
2 
= (T0, 1) (T1, 1) (T3, 1) (T6, 1) (T2, 2) (T4, 2) (T9, 2) (T7, 1) (T5, 1) (T8, 2)

3.4. Recombination

Each mutant vector Qi
G  recombines with its respective parent Pi

G  through crossover operation to produce its final

offspring schedule Ri
G . The schedule Ri

G  is produced based on the crossover rate CR which is between 0 and 1.
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For example, P
1
 and Q

1
 recombine to form R

1
 following the equation 6. The resultant recombined schedule is

given below.

P
1
 = (T0, 1) (T1, 1) (T3, 2) (T6, 1) (T4, 1) (T2, 1) (T7, 1) (T5, 2) (T8, 2) (T9, 2)

Q
1
 = (T0, 1) (T1, 1) (T3, 1) (T6, 1) (T4, 2) (T2, 2) (T7, 1) (T5, 1) (T8, 2) (T9, 2)

When CR = 0.6 and a random sequence of ten numbers within the range [0, 1] are generated as follows: 0.67,
0.24, 0.35, 0.46, 0.78, 0.54, 0.48, 0.03, 0.25 and 0.5. By applying the equation 5, the resultant R

1
 is generated

as below.

R
1
 = (T0, 1) (T1, 1) (T3, 1) (T6, 1) (T4, 1) (T2, 2) (T7, 1) (T5, 1) (T8, 2) (T9, 2)

3.5. Selection

Each generated new individual is evaluated with the fitness function and based on the fitness value either the new
individual R

1
 or the Parent P

1
 is selected for the next generation as given in the equation 7.
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R ,         otherwife
i
G+1 i

G
i
G

i
G

i
G

RS|T| (7)

The fitness value for the individual Pi
G & Ri

G  are 15.35 and 13.2 respectively. As Ri
G  is less than Pi

G , Ri
G  is

assigned to Pi
G�1 . This process is repeated till the termination criteria are met.

Table 4
Makespan (Sec.)

No. of Tasks No. of Resources Algorithms

WSGA DEWS

10 3 56.2 46.28

20 4 61.26 45.66

50 7 126.8 110.19

100 10 148 134.27

150 12 153.68 151.28

200 14 176.95 170.55

4. RESULTS AND DISCUSSION

The proposed algorithm DEWS is developed in Java in the Netbeans IDE 7.1. The input for the WSGA is the
arbitrary task graph generated by a program developed in Java [17]. This program generates the needed virtual
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Table 5
Cost ($)

No. of Tasks No. of Resources Algorithms

WSGA DEWS

10 3 3.8 2.74

20 4 3.9 3.39

50 7 16.32 7.6

100 10 25.33 22.3

150 12 46.14 40.12

200 14 75.25 51.9

Figure 2. Graphical representation of Cost

Figure 1: Graphical representation of Makespan



Differential Evolution Algorithm for Workflow Scheduling (DEWS) in Public Cloud 49

machine instance with various speeds randomly. Given the number of tasks to be generated and the number of
virtual machines, the program generates the arbitrary task graphs. The arbitrary task graphs are given as input to
the heuristics algorithm to form some initial individuals and other needed individuals are spawned randomly. The
virtual machine instance is charged based on the Google AppEngine scheme[18]. In Google AppEngine the virtual
machine instance is charged per minute usage but the proposed algorithm charges for per second usage. The
number of tasks in the arbitrary task graph is varied from 10 to 200, the scheduling parameters (makespan,
monetary cost) are observed. By repeating the experiment from 100 generations to 2000 generations, it was found
that the optimal schedule for the given arbitrary task graphs is achieved in the 100th generation. The results are
tabulated in Table 4 and Table 5.

The scheduling parameters makespan and monetary cost are compared with the Genetic Algorithm WSGA
[19]. The proposed algorithm DEWS outperforms the WSGA. The graphical representation of the result is revealed
in Figure 1 and Figure 2.

5. CONCLUSION

Cloud computing is popular because of its pay-as-you-go model. Therefore the Cloud users concentrate on the
Cost of using the resources and Cost becomes the vital parameter. The Workflow scheduling in Cloud has to focus
on more than one scheduling parameter, in order to provide the optimal schedule for the workflow. This paper
proposed a multi-objective algorithm for workflow scheduling using Differential Evolution technique. The proposed
DEWS is tested with the arbitrary task graphs and compared with the Genetic algorithm.

The results gave optimal solution with two conflicting scheduling parameters the makespan and the cost, when
compared with the Genetic algorithm. As a future effort, the performance of the algorithm DEWS has to be tested
under the simulated environment CloudSim.
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