
Improving the Performance of a Hybrid Classifier 
Based Outlier Detection System using Dimensionality 

Reduction Techniques

Kurian M.J.1 and Gladston Raj S2

1Research Scholar, Research and Development Centre, Bharathiar University, Coimbatore. 
Email: kurianmj@yahoo.com

2HOD of Computer Science, Government College, Nedumengadu, Kerala. 
Email: gladston@rediffmail.com

Abstract: In data mining, outlier detection can be treated as classification problem with the availability of class based sample 
data. Classification based outlier identification method cab be applied to the samples, available with class information, of 
medical cancer dataset. The core idea of the method is to train a classification model that can distinguish normal data from 
outliers. Initially, derive KNN, C4.5 and DT classification models using training data and classify test data using these 
models. Secondly, derive two hybrid classifiers KNN-C4.5 and KNN-DT using highest precision from KNN and highest 
recall from C4.5 and DT respectively. This work tried to improve the performance of hybrid classification algorithms using 
dimensionality reduction techniques such as Principal Component Analysis and Locality Preserving Projection and evaluated 
the performance of outlier detection. The results clearly show that the impact of such hybridizing and dimensionality 
reduction significantly improved the overall classification performance to a considerable level.
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of unpredicted awareness in the medical field. 
The general idea is to develop a model based on 
classification, which can distinguish normal data from 
abnormal [7].

In medical cancer dataset, the available number 
of malignant/outlier samples are less than that of the 
normal/benign and it causes an inaccurate classifier 
model. Many solutions like factor analysis and principle 
component methods were suggested to improve 
the efficiency of the algorithm with the elimination 
of variables. The algorithms for diminution of 
dimensionality and selection of attribute can be used to 
give up the problems raised in performance evaluation 
and accuracy testing of classification algorithm for 
detection of outliers in cancer data set.

To enhance the efficiency of algorithm, propose 
a hybrid classification approach using KNN and 
decision tree.

Introduction1.	
In Data Mining, Outliers are meaningful items rather 
than disturbance. In some applications outlier represent 
unique characteristics of the objects. This work 
concentrates on the performance of the algorithms 
in outlier detection using dimensionality reductions 
techniques. The whole data is examined for the strange 
items that are far moved away from the data set .These 
observations are known as outliers.

Outlier Detection in High-Dimensional Data
In high dimensional data set, some attributes may be 
irrelevant .But by using feature selection approaches 
such as filler and wrapper, it has to find the subset of 
the original attributes.

Problem Specification
The identification of outlier can be viewed as 
classification problem which can lead to the invention 
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		  where, n denoted as the number of properties 
in each data instance and the value of k must 
be more than the classes in the problem.

	 (c)	 C4.5 Classifier: It is an efficient decisional 
algorithm, which creates a model of tree by 
considering one attribute at a time. Initially, 
the algorithm arranges the dataset on the 
attribute’s value. After that it looks for regions 
that contain only one class and mark it as leaf. 
Again, the algorithm selects another attribute 
and repeat the branching process until it 
produces all leaves. The attribute selection is 
based on the calculation of the information gain 
for each attribute by subtracting the entropy of 
the attribute form the entire dataset entropy.
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D.	 The Dimensionality Diminution Algorithms

The dimensionality diminution is the search for a 
subset of attributes, number of variables, to describe 
the original dimension.

	 (a)	 Principal Component Analysis: Principal 
Component Analysis is used to leaving out 
the data which is of the least important to the 
information stored in the data. It compresses 
an N- dimensional vector to M-dimensional 
vector, where M<N.

	 (b)	 LPP (Locality Preserving Projection): LPP 
is a classical linear technique which projects 
the data along the directions of maximal 
variance by calculating the optimal linear 
approximations to the Eigen functions of 

Hybrid Classification 2.	
Modeling

A.	 Methods of Outlier Identification

The popular methods of outlier detection are 
supervised, semi supervised, unsupervised proximity-
based. The Grubb’s test detects one outlier at a time 
in a univariate data. The Rosener test is a sequential 
procedure for identifying maximum of 10 outliers. So 
there is a more sophisticated and speedy method such 
as classification based outlier detection, which heavily 
depends of the quality and availability of training data 
set.

B.	 The Model of the Precision and Recall Based 
Hybrid Outlier Detection System

The main idea of this hybrid classification model is as 
follows: some classification algorithms are capable of 
identifying benign data in a better manner and some 
algorithms are capable of identifying malignant data 
(or outlier) in a better manner. So to achieve the high 
classification accuracy, we propose to combine these 
two characteristics of two different classification 
algorithms. For example, if KNN is capable of 
identifying benign records and DT is capable of 
identifying the malignant records in a better manner, 
then, if we combine the class labels provided by these 
two classifier, then the resultant class label will be much 
accurate than the two.

C.	 The Used Classification Algorithms to Create 
Hybrid Classifier

	 (a)	 Decision Table Classifier: A predictive 
modeling tool having a hierarchical data 
breakdown with two attributes at each stage 
and thus identifies the best attributes for the 
categorization of data.

	 (b)	 K-Nearest Neighbors Classifier: Identify the 
K nearest neighbors to an input instance in the 
population space and assign the instance to the 
class the majority of these neighbors belong to. 
The Euclidean distance between two states ai 
and aj is
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the Laplace Beltrami operator on the main 
fold.

The Outline of the Improved Hybrid 
classification Model

	 ∑	 Reduce the dimension of input data

	 ∑	 Classify the reduced dimension data using 
algorithm 1 and find the classification labels 
A1.

	 ∑	 Classify the reduced dimension data using 
algorithm 2 and find the classification labels 
A2.

	 ∑	 Let A1 be the set of class labels Provided by 
algorithm 1 which is capable of identifying 
benign records with greater accuracy.

	 ∑	 A1 = {AB1, AM1} where AB1 are the indexes 
of Benign records and AM1 are the indexes of 
the Malignant records provided by algorithm 1.

	 ∑	 Let A2 be the set of class labels Provided by 
algorithm 2 which is capable of identifying 
malignant records with greater accuracy.

	 ∑	 A2 = {AB2, AM2} where AB2 are the indexes 
of Benign records and AM2 are the indexes of 
the Malignant records provided by algorithm 2.

	 ∑	 Combine A1 and A2 in such a way to produce 
A3 = {AB1, AM2}, which will has higher 
accuracy than both A1 and A2.

The following Diagram shows the outline of the 
improved hybrid outlier detection system that is going 
to construct and test in this work.

The Evaluation3.	

The “Wisconsin Breast Cancer Database “ is used for 
the performance evaluation of the algorithms

Breast Cancer Dataset

The Wisconsin breast cancer database (WBCD): The 
WBCD dataset is summarized in Table 1 and consists 
of 699 instances taken from fine needle aspirates 
(FNA) of human breast tissue. Each instance has 
nine measurements (without considering the sample’s

Figure 1:	T he Improved Hybrid Outlier Detection System

code number), namely clump thickness, uniformity of 
cell size, uniformity of cell shape, marginal adhesion, 
single epithelial cell size, bare nuclei, bland chromatin, 
normal nucleoli, and mitoses. The measurements 
are assigned an integer value between 1 and 10, 
with 1 being the closest to benign and 10 the most 
malignant. This dataset contains 16 instances with 
missing attributes’ values. Since many classification 
algorithms have discarded these data samples, for the 
ease of comparison, the same way is followed and the 
remaining 683 samples are taken for use. Therefore, 
the class is distributed with benign and malignant 
samples of 444 (65.0%) and 239 (35.0%) respectively 
(Tan et. al., 2003).

Evaluation Metrics

Performance of a classification algorithms are evaluated 
with metrics and use two measures such as Rand Index 
and Run Time.
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	 ∑	 w (True Positives–TP) is the number of positive 
examples correctly classified.

	 ∑	 x (False Negatives–FN) is the number of 
positive examples misclassified as negative.

	 ∑	 y (False Positives–FP) is the number of negative 
examples misclassified as positive.

	 ∑	 z (True Negatives–TN) is the number of 
negative examples correctly classified.

(B)	The Metrics

Sensitivity/Recall

Here, the percentage of sick people who are correctly 
identified as having the condition and the equation is:

	 Sensitivity =	Recall = w/(w + x)

	 =	
TP

TP FN+

Specificity

Here, the percentage of healthy people who are 
correctly identified as not having the condition and 
the equation is:

	 Specificity /
TN

TN FP
= + =

+
z y z( )

Accuracy

Accuracy is treated as the degree of closeness of 
measurements of a quantity to its true value.

	 Accuracy = (w + z)/(w + x + y + z)

Precision/Positive Predictive Value

The Positive predictive value (PDV) is calculated using 
the following equation:

	 PPV Precision /
TP

TP FP
= = + =

+
w w y( )

F_Score

The equation for the f-score is as follows:

	 F_Score
Precision Recall
Precision Recall

= ¥
¥
+

2

Table 1 
Summary of the WBCD dataset

Attribute Possible values
Clump thickness Integer 1–10
Uniformity of cell size Integer 1–10
Uniformity of cell shape Integer 1–10
Marginal adhesion Integer 1–10
Single epithelial cell size Integer 1–10
Bare nuclei Integer 1–10
Bland chromatin Integer 1–10
Normal nucleoli Integer 1–10
Mitoses Integer 1–10
Class Benign (65.5%),

Malignant (34.5%)

	 (a)	 Total Run Time: The total time taken for 
training and testing is called total run time. 
Here, compare the CPU times only. In the 
following tables concentrate only on the time 
taken for training because e the time taken 
for training is very much higher than the time 
required for testing the network with same 
number of records.

The Metrics and Validation Method Used for 
Performance Analysis

The Performance of the selected algorithms are depend 
on data’s characteristics, which is measured with 
specificity, accuracy, sensitivity, error rate, f-score and 
precision of metrics.

(A)	C onfusion Matrix

A Confusion matrix shows the type of classification 
error a classifier produced. This matrix tells how many 
got misclassified and what level of misclassification 
occurred.

Figure 2 
A confusion matrix

Predicted Class
Positives Negatives Actual Class

w x Positives
y z Negatives

The entry of a confusion matrix is as follows:
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The standard weka implementation of the 
classification algorithms is used in this work and 
invoking the algorithms with default parameters. The 
proposed hybrid classification model is developed and 
the standard fspackage of Matlab is incorporated with it.

In the second plot clearly shows that the benign 
records are grouped together and form a distinct 
cluster. Outliers are the red points which are deviating 
from black cluster signifies the malginant nature.

Figure 3:	B enign Cluster and Malignant Outliers

The performance of the algorithm with respect to 
different metrics is shown below. A 10-fold validation 
is taken in each trail and each value is an average of 
10 trails. So, each table cell value is the average of 100 
separate runs with different training and testing data 
sets.

Error Rate

The equation for the error rate is as follows:
	 Error rate = (y + x)/(w + x + y + z)

Time

The Speed of the algorithm is evaluated using a metric, 
which is treated as the cpu time.

(C)	Validation Methods

K-fold Cross-Validation

In this work, the classifier’s performance is evaluated 
by selecting k-fold cross validation as the main metric. 
The initial data are randomly partitioned into k 
mutually exclusive subset or folds f1, f2, …, fk, each one 
approximately equal in size. The training and testing 
is performed k times. In the first iteration, fi is tested 
against the subsets f2, …, fk, which is collectively serve 
as the training set in order to obtain a first model; the 
second iteration is trained in subsets f1, f3, …, fk and 
tested on f2; and so no.

The Results and Discussion4.	

About the Implementation

The proposed outlier detection software is developed 
using Matlab version 7.4.0 (R2007a) and decided to use 
some of the features of Weka. So, the Mex and Java 
interface of matlab is used to implement this outlier 
detection software.

Table 1 
The Performance of Outlier Detection with different Feature Dimensionality Reduction Algorithms and 

Classification Algorithms

Algorithm Precision % F-Score % Sensitivity % Specificity % Accuracy % Error Rate %
KNN 96.07 96.66 97.31 92.23 95.57 4.43
Decision Table 96.12 96.19 96.35 92.51 95.03 4.97
C4.5 Classifier 96.18 95.82 95.58 92.60 94.53 5.47
kNN-C4.5 98.13 96.54 95.10 96.43 95.59 4.41
PCA+ kNN-C4.5 99.49 97.88 96.38 99.00 97.31 2.69
LPP+ kNN-C4.5 99.41 97.87 96.43 98.92 97.28 2.72
KNN-DT 98.33 96.75 95.31 96.87 95.85 4.15
PCA+ KNN-DT 99.75 97.89 96.15 99.53 97.37 2.63
LPP+ KNN-DT 99.53 97.80 96.17 99.10 97.21 2.79
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This experiment concentrate on the e examination 
of the real improvement in performance only due to 
the hybrid classification. Here, only two classification 
algorithms are selected to make a hybrid since one 
is providing better sensitivity and other is providing 
better specificity. So, it is only interested in evaluating 
the improvement in performance.

The performance of the algorithm in terms of 
Accuracy is shown below. With respect to accuracy, 
the proposed PCA+KNN-DT hybrid and PCA+kNN-
C4.5 hybrid algorithms are performed well.

Performance in Terms of Accuracy
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Figure 4:	T he Accuracy Chart

The performance of the algorithm in terms of 
f-score is shown below. The f-score measures the 
capability of the algorithms to correctly identify the 
normal as well as outliers in the data. With respect 
to f-score, the proposed PCA+KNN-DT hybrid 
algorithm and proposed PCA+kNN-C4.5 hybrid 
algorithm are performed well.

Performance in Terms of F-Score 
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Figure 5:	T he F-Score Chart

The Precision performance of algorithm is 
shown below. The Positive predictive value (PDV) or 
Precision is measures the capability of the algorithms 
to correctly identify the positives in the data. As 
shown in the graph, with respect to precision, The 
proposed PCA+KNN-DT and PCA+kNN-C4.5 
hybrid algorithms performed well in aspect of 
precision.

Performance in Terms of Precision
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Figure 6:	T he Precision Chart

Normally, error rate is the measure of how much 
the algorithm wrongly identifies both the normal as 
well as outliers in the data. The graph given below 
reveals that, with respect to error rate, the proposed 
hybrid algorithms such as PCA+KNN-DT and 
PCA+KNN-C4.5 are performed well.

Performance in Terms of Error Rate
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Figure 7:	T he Error Rate Chart

The performance of the algorithm in terms of 
specificity is shown below. In this case, specificity 
measures the proportion of normal records that are 
correctly identified. As shown in the graph, with 
respect to specificity, the proposed PCA+kNN-DT 
hybrid algorithm, PCA+kNN-C4.5 hybrid algorithm 
performed well.

Performance in Terms of Specificity
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Figure 8:	T he Specificity Chart

The following bar chart shows the performance of 
the algorithm in terms of sensitivity or recall. In this 
case, sensitivity or recall measures the proportion of 
actual malignant records that are correctly identified 
as outliers. As shown in the graph, with respect to 
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sensitivity or recall, there was no improvement in 
performance due to the application of dimensionality 
reduction.

Performance in Terms of Sensitivity

95.1 96.38 96.43 95.31 96.15 96.17

50

60

70

80

90

100

kNN-C4.5 PCA+kNN-
C4.5

LPP+kNN-
C4.5

kNN-DT PCA+kNN-DT LPP+kNN-DT

P
er

fo
rm

an
ce

 (
in

 %
) 

   
   

   
  .

Figure 9:	T he Sensitivity/Recall Chart

The comparative study of previous work with this 
work is shown in the table.

Table 2 
The Comparison with Resent Works

S.No. Classifiers Classification 
accuracy

1 SVM-RBF kernel[9] 96.84%
2 SVM[10] 96.99%
3 CART with feature selection (Chi- 

square)[11]
94.56%

4 C4.5 [12] 94.74%
5 Hybrid Approach[14] 95.96%
6 Linear Discreet Analysis[15] 96.8%
7 Neuron-Fuzzy[16] 95.06%
8 Supervised Fuzzy Clustering [17] 95.57%
9 SMO+J48+NB+Ibk[8] 97.28%
10 *Proposed PCA+C4.5 97.29%
11 *Proposed PCA+DT 97.31%
12 *Proposed PCA+KNN 95.85%
13 #Proposed PCA+kNN-C4.5 97.31%
14 #Proposed LPP+kNN-C4.5 97.28%
15 #Proposed PCA+KNN-DT 97.37%
16 #Proposed LPP+KNN-DT 97.21%

*The First Five Principal Components were used in this proposed 
classification models.	  
#The First Three Principal Components were used in this 
proposed hybrid classification models.

As shown in the following bar chart, the following 
five of implemented hybrid algorithms competed all 
other previous methods in terms of accuracy.

	 1.	 Proposed PCA+C4.5 Algorithm

	 2.	 Proposed PCA+DT Algorithm

	 3.	 Proposed PCA+kNN-C4.5 Hybrid Algorithm

	 4.	 Proposed LPP+kNN-C4.5 Hybrid Algorithm

	 5.	 Proposed LPP+KNN-DT Hybrid Algorithm

Figure 10:	C omparison of Accuracy

Conclusion5.	

The hybrid classification based outlier detection 
algorithms are implemented under Matlab and 
improved their performance using dimensionality 
reduction techniques and also evaluated its performance 
using different metrics. The significant and comparable 
results are obtained at this experiment. The table 
and graphs in the previous section shows the overall 
results.

In this work, the performance of two hybrid 
classification algorithms using KNN, C4.5 and 
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Decision table hybrid classifier for outlier detection is 
evaluated and the result clearly shows that the impact 
of dimensionality reduction with hybrid classification 
technique on the cancer dataset is significantly improve 
the overall classification performance.

Further, we may address the possibility of 
improving the classification algorithm using a good 
distance metric or good neighborhood relationship 
function and with much suitable hybrid classification. 
Future works may address these issues and improve the 
performance of the outlier detection in cancer data.
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