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Abstract : Classification of Brain MRIs are very important research area now a days. MR Images are very
useful to identify thebrain tumor in early stage so, that treatment should begiven at right time. Braintumorsare
abnormal growth of tissuein thebrain. Inthiswork textureanalysisis doneto classify the normal and abnormal
brain MR Images. Features are extracted with the help of sym2, sym4 and sym6, 26 features are extracted by
three waveets from 380 MR images. 285 images are used as training images and 95 are used as testing
images. Features are reduced with the help of PCA (Principle Component Analysis). Classification is done
with the help of SYM and PNN. Comparison of SVM and PNN has been proposed with the different symlet
wavelets and also their processing time.
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1. INTRODUCTION

In medical image processing, Magnetic resonance images has great importance. Many researchers has been
focused on MR Images. For the diagnosis of brain tumor MR Images are used at large scale. In 2014, an
estimated 128,000 new cases of cancer were diagnosed in Augtralia[17]. If diagnosisisnot done correctly,
treatment isalso not possible. Intexture andysisthe homogeneousregionsareidentified presentsinimage. Texture
anadysisextractsinformation fromimage[1]. Normaly GLCM isusedto do texture andyss[ 2]. Discrete wavelet
transform (DWT) [3] isalso very useful intexture analysis. A lot of research hasbeen done by several researchers,
T2-weighted MR images were used to extract features with the help of space—frequency analysisby [4]. An
automated tumour detection from CT images using wavelets has been proposed in paper [5]. In[6] various
drategiesand important pointsto beconsdered for MRI texture analysisareexplained. A review isdonein[7] to
show the recent published techniques and state-of-the-art neuroimaging techniques. Thetextureof MRIshasaso
beenvery vital to determine the typeof tumour [8].

Extending the GLCM to the wavelet domain providesthe better results than the standard approach based on
traditional GLCM. Therefore, in this paper DWT isused upto 4-level of decomposition, three wavelets db4,
bior5.5 and sym4 [ 15] are used one by one. Classificationisdone by two SVMs (linear Kernel), sym4 showing
the best performanceinterms of accuracy and processing time.
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2. TEXTUREANALYSS

Imagetextureisthe spatial variations present inthe pixel intensities (gray values), it isuseful for various
applicationsand hasbeen alatest topic of research. Image processing and pattern recognitionisoneof thegpplication
areas of texture analysis. Texture[11] identifies the homogeneous regions present in animage. Generdly, the
extraction of featuresfromimage isdonethen classfication of thesefeaturesare doneto differentiate the abnormal
and normal tissue or images. Thereare variousfeaturesand it isvery difficult to extract al thefeaturesfroman
image, so identification of the most informative featuresisalso important issue.

Thewavdet transformisvery efficient technique to do textureanalysisfor dmost every type of images. Itisa
multiresolution technique, Wavelet transformsare classified as: continuous, discrete and multiresolution[14]. The
Discrete Wavelet Transform(DWT) dividesimage into sub band using low passand high passfiltersas shownin
figure 1. Thefour partsare approximation (AN), horizonta (HN), vertica (V N), and diagonal (DN). Wherefor
getting gpproximationimage low passfilter isused and for three detailed images are produced with the help of high
passfilter, these three detail imagesare showing the changesin brightness of theinput image. Thisisonelevel
decomposition of the image we can further decomposition till the required level is achieved[16]. A 4-level
decomposition isdonefor feature extractioninthis paper. Threedifferent wavelets (sym2, sym4, sym6) are used
to apply DWT onthe MRI data set.

3.FEATURE EXTRACTION

Feature extractionisthemain step to do texture anaysis of any medical image. Featuresare extracted from
the sub-bands of images. Two features mean and standard deviation are used for texture anaysis. Inthiswork total
of 26 features are extracted with the help of 4-level DWT[15] and their covariance matrix and correlation matrix
at eachleve of decompostionfor vertica (V X), diagonal (Dx) and horizontal (Hx). The 26 featuresare mean and
standard deviation of approximation matrix of level 4 dwt decomposition and 12 featuresbased on mean and
standard deviation from each level from correlation matrix for Vertical, diagonal and horizontal. The meanis
calculated by dividing the sum of aset of the featurevalues by the number of featuresinthe set. Width of filter
meatrix can beidentified withthe help of sandard deviation. The featuresextracted are: mean_aprox, mean_RD1,
mean_RD2, mean RD3, mean RD4, mean RH1, mean RH2, mean RH3, mean RH4, mean RV1, mean RV1,
mean RV1, mean RV1,sd approx, std D1, ¢d D2,sd D3,sd D4, std H1, ¢d H2,sd H3,sd H4, 4d V1,
std V2, std V3, sd V4.
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Fig. 1. Decomposition of an image by 2-D DWT.

4. FEATURE REDUCTION

Inthiswork principal component analysistechnique has been implemented to reduce feature set [12] and to
get the appropriate feature from each vector feature. In PCA dimensions of Multidimensional datais reduced
according to the number Componentsrequired. Original dimensions having higest varianceare combined linearly
to get theprincipa component and for nth principa component highest variance has been combined, Basic concept
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of PCA isshowninfigure2. In Figure2 dark linesshowsoriginal basis; doted lines showsthe PCA basis. Where
pointsareconsidered at regular spaced positionswhen straight lineisrotated at 300, whereintheright sdegraph
showsthereconstruction of the datain one dimension with the help of first principal component only. If the datais
2 dimensional, second principal component isalso identified isolated with the orthogonality constraints. If only y
two variablesare measured, such asBlood Pressure and sugar in aspecific number of patients, I1t'snot acomplex
task to plot it and also easy to visually assessthe correlation between them. So, it becomesacomplex task to
visudlize the relationship between amulti-dimensional matrix.

Fig. 2. The Basic concept of PCA.

Asweknow that covarianceis calculated between the two variables. If the variables are more than two,
covarianceismeasured between the adjacent variableslike X andY; Y and Z and Z and X. PCA becomes useful
inthesekind of sytems. PCA has been implemented to reduce thefeatures, 95% of information isattained by only
13 featuresreduced by PCA out of 26 featuresextracted by Different wavelets. Training set isgenerated with these
13 features.

(b) ©
Fig. 3. Brain MR images from training set (a) and (b) are the Normal MR images and (c) & (d) are the Abnormal MR images.

(a) (b) (c) (d)
Fig. 4. Brain MR images from testing set (a) and (b) are the Normal MR images and (c) & (d) arethe Abnormal MR images.
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5.CLASSFICATION

Inthiswork classificationisdone with the help of two different Techniques (i) Support Vector Machine (ii)
Probabiligtic Neura Network and comparison hasbeen presented among thesetwo. Aswe know that classification
isthe syseminwhichatest datais consdered asaclass depending onthe basisinformation gained by the classifier
during trainingtime.

(& Support Vector Machine(SVM) : Itisuseful for aclassaswell asn-classclassfication problems. In
SVM non-linear dividing problemis converted into alinear with the help of different kernel function
availableinthistechnique. There arelotsof reasonsto use SVM [13] inthiswork: 1) limited samplesare
required to obtain optimum solution aproblem; 2) Global optimum solution can beidentified. 3) SVM
having minimum computationa complexity. 4) Kernel function helpsto solvethe complexity. Also with the
help of specific kernel function, time of training can aso bereduced. Inthiswork Radial basisfunction
kernel hasbeen used.

(b) Probabilistic Neural Network (PNN) : Itisalso used for classfication inthiswork, it isaRadial Basis
Function (RBF) network. Basic architectureof NN hasnumber of layers(i) Input WeightsLayer (ii) Rule
Layer (iii) Output Layer. Wherethe output layer isknown asexhibiting layer and Rulelayer also called as
Pattern Layer.

(o) Classfication Performance: Alotsof saistical methodsare availablefor evaluating and estimating the
classifier accuracy. Round robin (10-fold cross-validation) is the one of best method for this. The
classfication accuracy of the sysemisidentified by thismethod. It isachieved by partitioned the datainto
atraining data set, vaidation dataset and testing data set. Validation set identifieswhere thetraining
should be sopped. Testing dataisused after training to identify the dassification performanceindependently.
Wheretheclassfication accuracy iscalculate according totheerror rate.

6. PROPOSED WORK

Medical Images(MRI of brains) for the proposed work aretakenfrom NIMS medical college & hospital,
Jaipur, Rgjasthan, India. All theimages are of various patients agefrom 18 to 76 in DICOM formet. First of al we
convert thesein JPEG format for matlab compatihility, then pre-processng isdoneto improvethe quality of images
with the help of median filter. 380 brain imagesare used in two groupsfor training 285 images are used and 95
imagesare used for testing purpose, each group having both the normal and abnormal imagesinequd ratio. Two
normal and two abnormal images fromtraining set are showninfigure 3, also four imagesfromtesting set are
showninfigure4. The proposed techniqueiselaborated infigure 5.

After pre-processing by median filter, 4-level DWT isapplied with the help three different wavelet filters
sym2, syméd, sym6 one by oneto caculate 26 featuresfromtraining images. After thisPCA isapplied to reducethe
features, 95% of information is attained by 13 features produced by PCA. Training set isgenerated with these 13
features. Now testing imagesare processed in asameway to extract features. After thiswiththe help of SYM and
PNN classfication isdonewith al thethree wavelets and comparisonisshownin termsof classification accuracy
% and processing timeto find the best combination. Testing imagesareaso gonethrough the same steps except
PCA, according to theresult of PCA, index valueiscalculated that isequal to number of featuresleft after PCA.
Withthehelp of index vauewe just matched only 13 features of testing images are matched with 13 features of
training imagesand we have calculate the classification accuracy with the help of 10- fold cross- validationfor all
three waveletsand their processing time shownintablel for the comparison purpose.
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Fig. 5. Flow chart of proposed work.

7.SSMULATIONRESULTS

All themedicd images(MRI) areconvertedinto jpeg format and divided into two sets, training set and testing
set each having 285 and 95 imagesrespectively. All theimages are passed through median filter to reducethe noise
present init. The sym2 wavelet isused to extract the 26 features based on mean and standard deviation with the
help of 4-level DWT. After thissamefeatures are caculated with the help of sym4 and sym6 smultaneoudy. Asthe
feature hasbeen extracted by al three wavelets, we have applied PCA to reducethe number of features, if number
of featuresareless processing time of classficationisalso reduced. Once the featuresarereduced, out of 26 only
13 featuresareleft astheresult of PCA.

Comparative analysis of PNN and 5VvM Classifiers with symlet wavelet

PNN
Symlet
SVM 9N%

Symlet4
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Fig. 6. Comparative analysis of different classfier with different symlet wavelets.
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These 13 features are used to classfication of brain MR imageswith the help of SVYM and PNN and their
comparison intermsof classfication accuracy and processing time has been calculated. Thecomparativeandysis
of SVM and PNN is shown intablel with different symlet wavelets and their graphical representation isalso
showninfigure 6. SVM showsthe best classification accuracy with sym6 among al combination and also its
processing timeislessthan others.

Table 1. Comparison between threewavelets

Wavel ets Sym2 Sym4 Sym6

% Classification accuracy with SVM 82% 89% 91%

% Classification accuracy with PNN 78% 84% 86%
Processing TimewithSVM 30.135s 29.324 s 27.513s
Processing Timewith SVM 32.465 s 30.926 s 29.173s

8.CONCLUSION

Thefeaturesare extracted from MR images by three different wavelets based on 4-level decomposition of
DWT and classification has been done with the help of support vector machineand PNN. 380 real brain MR
images areused to authenticate thework, theseimages aredivided into two setstraining set having 285 imagesand
testing set having 95 images both the sets containing the equal no. of normal and abnormal images. Finally, the
classfication accuracy and processing time hasbeen calculated for comparison. We found that sym6 has better
capability for MRI classfication than sym4 and sym2 with SVM. Intermsof processing time also sym6 shows
better resultsthan sym4 and sym2 with SVM.
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