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ABSTRACT

With the fast progression of digital data communication in an electronic way, information security is becoming an
issue in the modern advancing technology. Cryptography is one of the techniques of modern electronic security that
serves the purpose of maintaining information security. There are numerous ways to encrypt and decrypt information
for maintaining security. In this paper, a bit-shuffled improved tent map based image encryption technique is proposed.
The implementation is based on the improved tent map combined with bit-shuffling operation using random sequence.
The simulation results and security analysis shows that the proposed algorithm is resistive to brute-force attacks,
statistical attacks, differential attacks, sensitive to secret keys and have more randomness. The proposed scheme is
efficient and reliable and this technique can be applied in various fields where confidentiality of image is needed
during communication and transmission such as in Governments, military, financial institutions, hospitals, etc.
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1. INTRODUCTION

Cryptography is the science of protecting the confidentiality of information during communication [1].
During the past years, a lot of image encryption techniques are used for protecting the confidentiality of
image. The traditional image encryption techniques (for example, DES, IDEA, AES, etc.) are not appropriate
for practical image encryption, especially for online communication because of bulkiness data capacity and
strong correlation of pixels in the images [2, 3] and also a low-level of efficiency is achieved when the
image is large [4]. Thus, there is need of new image encryption techniques. The chaos-based image encryption
techniques are the current research hotspot in cryptography. Chaos systems have many important features
such as high sensitivity to initial conditions, highly complex behavior, ergodicity, non-periodicity and
determinacy [5]. Many numbers of chaotic image encryption techniques based on chaotic logistic map [6],
chaotic standard map [7], chaotic perceptron model [8], 3D chaotic map [9] have been proposed. Fridrich
[10] developed a permutation - substitution based image encryption model by using two-dimensional chaotic
maps. Now days many of the image encryption systems are modeled by using this permutation-substitution
principle. Permutation means changing the pixel positions in the original image. The changes occur either
by using chaotically generated sequences or by using some matrix transformation methods such as Magic
square transform, Arnold transform, etc [11]. These shuffling algorithms [12-17] successfully shuffles the
positions of the pixels resulting better encryption but in some images only shuffling the pixel positions
without changing of pixel values, leads to duplicacy in the histogram of encryption and the original image
and thus its security could be threatened by the statistical analysis [2]. Substitution means changing the
values of the pixels in the image. Only with the substitution [18-26], the encryption is not so good but in
comparison with the permutation, the substitution may lead to higher security. Therefore, researchers
combined both the permutation and substitution techniques to improve the encryption as well as the security
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[2, 11]. In this paper, a bit-shuffled Improved Tent Map (ITM) based image encryption system has been
modeled which is an extension of ITM [24]. The proposed scheme has one step permutation process and
two step diffusion process architecture. Subsequent to the introduction in Section 1, Section 2 introduces
some basic theories related to the proposed algorithm. The proposed methodology is presented in Section
3. Section 4 presents the simulation results and the security of the proposed methodology is analyzed.
Finally, Section 5 concludes the paper.

2. PRELIMINARIES

In this section, first the TM, secondly the ITM, and finally the bit-shuffling operation are outlined.

2.1. The Tent Map

The Tent map also called as Triangle map which is a simple one-dimensional chaotic map [24] defined as
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Due to simple and linear characteristic, it can be easily analyzed than the logistic map. But for certain
values of the parameter, the map can give up complex chaotic behavior [27, 28]. Also the system is in a
chaotic state when x

0
 � (0, 1) [24].

So to improve the chaotic performance with in the interval (0, 1), the TM is generalized into an ITM
[24].

2.2. The Improved Tent Map

The ITM [24] can be defined as
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where x
n
 � (0,1) a � (0, 0.5), a is the system parameter.

As highlighted by Liao [24], to study the dynamical behavior of the two systems such as system (1) and
(2), a graph is plotted between x

n
 and the number of iterations, n at x

0
 = 0.23 and a = 0.24. From that graph,

it can be seen that, after 56 times of iteration, the state values of the system (1) are fall into x
n
 = 0. However,

in system (2), the state values are distributed throughout the range (0, 1) randomly.

Similarly, Liao [24] argues that, by using Lyapunov exponent, one can find out the chaotic performance
between the two systems such as system (1) and (2). A larger positive Lyapunov exponent results better
chaotic performance. The system (2) has larger Lyapunov exponent than the system (1) resulting better
chaotic performance of system (2) than the system (1).

Again, as highlighted by Liao [24], to measure the complexity of the two systems such as system (1)
and system (2), C

0
 complexity can be used. A system will be more complex if it has larger C

0 
complexity

value. From the complexity calculation [24] it can be seen that, the ITM system has larger complexity value
than the TM system in a wider parameter range results more complexity value of system (2) than system
(1).

From the above results it indicates that ITM system has excellent chaotic performance than the TM
system.
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2.3. Bit- Shuffling Operation

Bit-shuffling is a diffusion method where the values of the pixels are changed by shuffling the bits of each
pixel. A pixel of gray scale image ranging from 0 – 256 is represented in 8-bit binary numbers. A random
sequence of 8 numbers is generated and by using this sequence the bit positions are shuffled accordingly.
Bits are shuffled according to the random sequence, so that more security is maintained and even a single
bit change in the key will result in completely different image.

3. PROPOSED METHODOLOGY

This section presents the step-by-step procedure of bit-shuffled ITM method for image encryption and
decryption. The proposed image encryption method poses three parts. In the first part, the permutation
process based on ITM is performed as proposed by Liao [24]. In the second part, the bit-shuffling operation
using ITM based random sequence is performed. Finally, in the last part, the diffusion process based on
ITM is performed as proposed by Liao [24]. Similarly, the process for decryption also includes three parts.
In the first part, the reverse diffusion process based on ITM is used as proposed by Liao [24]. In the second
part, the bit-shuffling operation using ITM based random sequence is performed. Finally, in the last part,
the reverse permutation process based on ITM is used as proposed by Liao [24]. The proposed image
encryption and decryption process is as shown in Figure 1.

The plain gray-scale image having L = M × N size is used to analyze the results and security in the
process of encryption. Let its data are represented into a one-dimensional vector

 After permutation, let the image pixel sequence is represented as
 then, after bit-shuffling operation, let the image pixel sequence is

represented as  and finally, let the ciphered-image pixel sequence
is represented as C = {c(1), c(2), c(3), ... c(L – 1), c(L)}. The secret key used in this scheme has seven
parameters (x

10
, a

1
, x

20
, a

2
, x

30
, a

3
, s). The parameter is in relation with the plain-image. Furthermore, the two

integers C
0
 (C

0
 � [1, 255]) and N

0
 (N

0
 > 500) are also used.

Figure 1: Bit-shuffled ITM based image encryption and decryption process
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3.1. Encryption Algorithm

3.1.1. Permutation Process

The permutation process of the proposed encryption algorithm is same as the Liao’s [24] designed ITM
based permutation process which is described in section 3.1.1 of Reference [24]. In this part, initially,
plain-image P and the parameters (x

10
, a

1
, s) are taken for the purpose of permutation process. In this part,

at first, a sequence of integers T = {1(1), t(2), t(3), ..., t(L – 1), t(L)} are generated to permute the pixels in
the plain-image P. These sequences of integers must satisfy the condition t(i) ¹ t(j) if i � j. if. The steps for
permutation process are same as Reference [24], the only changes are as follows:

• In step 2 of section 3.1.1 of Reference [24], assign the value of L to I that means I � L. Therefore
the ranges of i is from 1 to I.

• Step 11 is added where we assign back the value of to that means L � 1.

3.1.2. Bit-Shuffling Process

The output of permutation process is used as the input of bit-shuffling process. Given the input matrix
 where  and the paramerters (x

20
, a

2
). 8-bit binary of

the pixel is represented by  The generated random
sequence is denoted by , where  and  if
i � j. Shuffled binary sequence is represented by 
P dec represents the decimal equivalent of 8-bit binary P�bit. The final output of bit-shuffling operation is
represented by  The process for bit-shuffling operation is shown
in Figure 2.

Step 1:  where s
1
 is the summation of 1 to 8, a � a

2
, i � 1.

Step 2: Initialize .

Step 3: Obtain random sequence Rand by performing Step 3 to Step 10 of permutation algorithm
stated in section 3.1.1 of Reference [24] using x, a only replacing T by Rand.

Step 4: By using the final generated value of x in step 3, iterating , 75 times to update x.

Step 5: Find by converting p�(i) into 8-bit binary number.

Step 6: Shuffle P bit according to Rand generated in Step 3 using the following formula:

p�bit(j) = pbit (r and(j)), j = 1, 2, ..., 8. (3)

Step 7: Find P dec by converting P�bit into its decimal equivalent.

Step 8: Assign p��(i) as Pdec.

Step 9: Now increment the value of i by 1 that means i � i + 1, Repeat Step 2 to Step 9 until i reaches
L.

P�� is the output of the bit-shuffling operation.

3.1.3. Diffusion Process

The diffusion process of the proposed encryption algorithm is same as the Liao’s designed ITM based
diffusion process and it is described in section 3.1.3 of Reference [24]. The technique used for diffusion
process is bit-XOR. In this part, given the input matrix  and the
parameters (x

30
, a

3
) are taken for the purpose of diffusion process. To change the pixel values in the input

image P��, we generate different chaotic sequences by using (x
30

, a
3
). The diffusion process presented by
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Liao [24] is of two rounds. The key sequence  is generated in each
round. In this diffusion process, cipher matrix generated as

 from  The steps for
diffusion process are same as Reference [24], the only changes are as follows:

• In step 1 of section 3.1.2 of Reference [24], we use x
30

 in place of x
20

, a
3
 in place of a

2
 and p��(i) in

place of p�(i).

Figure 2: Process for bit-shuffling

3.2. Decryption Algorithm

The process for decryption is reverse process of encryption but the only modifications required in decryption
are:

• The permutation process and diffusion process are executed in reverse order.



6 Aaditya Gupta, Richa Thawait, K. Abhimanyu Kumar Patro and Bibhudendra Acharya

• In the diffusion process, the execution round is in reverse order that means I = 2 � 1, and the pixel
order is also in reverse that means i = L � 1. The secret key parameters (x

10
, a

1
, x

20
, a

2
, x

30
, a

3
, s) and

constants C
0
 and N

0
 are known.

3.2.1. Removing Diffusion Effect

The removing diffusion effect of the proposed algorithm is same as the Liao’s designed removing diffusion
effect and it is described in section 3.2 (1) of Reference [24]. In this process, we obtain the matrix

 from the cipher matrix  The
steps for removing diffusion effect are same as Reference [24], the only changes are as follows:

• We use x
30

 in place of x
20

, a
3
 in place of a

2
, p��(i), in place of p�(i) and P�� in place of P�.

3.2.2. Removing Bit-Shuffling Effect

In this process we obtain the matrix from  from

Step 1:  where s1 is the summation of 1 to 8, a � a
2
, i � 1.

Step 2: Repeat Step 2 to Step 4 of bit-shuffling encryption algorithm described in sub-section 3.1.2.

Step 3: Find Pbit by converting p��(i) into 8-bit binary.

Step 4: Shuffle according to rand generated in Step 2 by using the following formula:

(4)

Step 5: Find Pdec by converting P�bit into decimal.

Step 6: Assign as p�(i) as Pdec.

Step 7: i � i + 1, repeat Step 2 to Step 6 until reaches L.

3.2.3. Removing Permutation Effect

In this process, we obtain the matrix  from the matrix
 All operations are the same as Step 2 to Step 11 in the permutation

process except that equation in Step 4 is replaced by

(5)

and equation in Step 9 is replaced by:

(6)

(7)

4. SIMULATION RESULTS AND SECURITY ANALYSIS

In this paper, the two standard gray level images ‘Cameraman’ and ‘Lena’ having dimensions 256×256 are
used. The simulations are carried out by using MATLAB R2012a on a PC with an Intel CORE i5, 1.60 GHz
CPU, 4.00 GB memory and 500 GB hard disk with windows 8 operating system and the secret key parameters
are taken as   and s.
The constant parameters are taken as N

0
 = 1000, C

0
 = 211. The simulation results are as shown in Figure 3.

In Figure 3 (b) and (e), it found that the proposed algorithm can able to encrypt the images properly and
from Figure 3 (c) and (f), it found that the proposed algorithm can also able to decrypt the images properly.
From the visual point of view, there is no relationship between original images and their corresponding
encrypted images. It is obvious that our algorithm provides good encryption effect.
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Security is the main purpose of all encryption algorithms. A good encryption algorithm should be
designed to resist all kinds of known attacks, such as exhaustive attack, statistical attack and differential
attack. Basically, the most important analysis is the key space and key sensitivity. Key space should be
large to resist brute-force attacks and key sensitivity should be high. This section briefly analyzes the
security of the proposed image encryption algorithm.

4.1. Key Space Analysis

Key space is the total number of different keys used in the encryption process [29]. It should be large
enough (> 2128) to resist brute-force attack [29, 30]. A large key space effectively resists the algorithm from
exhaustive attack [31]. In the proposed algorithm, the secret keys include  They all
are double–precision numbers except s. If the precision is 1016 then the total key space will be

 which is large enough to prevent exhaustive searching and
also much larger than the total key space generated by Liao [24]. Thus, brute-force attack is computationally
difficult.

4.2. Statistical Analysis

In order to resist the statistical attacks, the encrypted images should possess certain random properties.

4.2.1. Histogram Uniformity of Encrypted Image

Histogram is a graph between the pixel intensities and the number of pixels in an image. The statistical
attack is very effective if evenness or uniformity occurs in a histogram of an image [32]. It is desirable that
after encryption the pixel grey values are to be scatter in the entire pixel value space. The histograms of
‘Cameraman’ and ‘Lena’ are shown in Figure 4 and 5 respectively by using the proposed method. We
compare the gray histogram of the image before and after encryption to analyze the statistical performance.
Figure 4(a) and 5(a) represents the gray histograms of original images and Figure 4(b) and 5(b) represents
the gray histograms of corresponding encrypted images. From the two set of figures, we can see that the
original pixel gray values are concentrated on some value, but the pixel gray values after the encryption are
scattering in the entire pixel value space, namely, two images have lower similarity. As a result the image is

Figure 3. (a), (b), and (c) Simulation results of ‘Cameraman’ image, (d), (e), and (f) Simulation results of ‘Lena’
image by using the proposed method



8 Aaditya Gupta, Richa Thawait, K. Abhimanyu Kumar Patro and Bibhudendra Acharya

not too dark and not too bright and offers good contrast. Hence, it is difficult to use the statistical performance
of the pixel gray value to recover the original image. Thereby, the proposed method has strong ability to
resist statistical attack. From the histograms of Figure 4(c) and 5 (c), it is clear that there is no loss of data
in encryption and decryption process. Hence the proposed method is applicable to protect conventional
images during communication and transmission.

Figure 5: Histograms of ‘Lena’ image by using the proposed method

Figure 4: Histograms of ‘Cameraman’ image by using the proposed method

4.2.2. Histogram Deviation (HD) Between Original Image and Encrypted Image

It measures the amount of deviation occurs between the original images and the encrypted images. Higher
value of HD indicates higher encryption accuracy [36]. Table 1 shows the higher value of HD which
indicates higher encryption accuracy. However, this measure is not sufficient to use for measuring encryption
quality because it only measures the difference between the histograms of the original and encrypted images
[36].

The mathematical expression to measure HD is as given below.

2550 255
12 �

�� �� �� �
� ��

�

i i

d d
d

HD
M N

(8)

where d
i
 is the amplitude of the absolute difference at the ith grey level.

4.2.3. Irregular Deviation (ID) Between Original Image and Encrypted Image

It measures the quality of encryption in terms of how much the deviation caused by encryption (on the
encrypted image) is irregular. The difference image is calculated by calculating the absolute difference
between the original and encrypted image. Lower value of ID indicates higher encryption accuracy [36].
Table 1 shows the lower value of ID which indicates higher encryption accuracy.
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The mathematical expression to measure ID is as described below.

255
0 | ( ) |�� �

�
�

i HH i M
ID

M N
(9)

where M
H
 is the mean value of histogram and

H is the histogram of the difference image.

4.2.4. Deviation from Identity (DI) Between Original Image and Encrypted Image

The histogram of an ideally encrypted image should have uniformly distribution throughout the grey levels.
The DI metric measures the deviation of the histogram of the encrypted image from the histogram of an
image, which is ideally encrypted. Lower value of DI indicates better encryption quality [36]. Table 1
shows the lower value of DI which indicates higher encryption accuracy.

The mathematical expression to measure ID is as given below.

255
0 | ( ) ( ) |�� �

�
�

i IH C H C
DI

M N
(10)

where H(C) is the histogram of encrypted image and

( ) ,0 255256
0,

��
�� � ��
��

I I

M N
H C C

otherwise
(11)

Table 1
HD, ID, and DI criteria of the proposed bit-shuffled ITM method

Criteria (expected value) Image Proposed bit-shuffled ITM method

HD (Higher value) Cameraman 2.5000

Lena 2.5000

ID (Lower value) Cameraman 1.9844

Lena 1.9844

DI (Lower value) Cameraman 0.9922

Lena 0.9919

4.2.5. Scattered Diagram Between Original Vs. Encrypted, Original Vs. Decrypted Images

Figure 6(a) and (c) shows the scattered diagram between original and encrypted images by using the proposed
method. From the figure it is clear that, the points are not in a line, it spreads throughout the surface. That
means weaker correlation occurs between original and encrypted images. Figure 6(b) and 6(d) shows the
scattered diagram between original and decrypted images. From the figure it is clear that, all the points are
along a line. That means stronger correlation occurs between original and decrypted images.

4.2.6. Correlation of Adjacent Pixels

Correlation coefficient finds the degree of linear correlation between two adjacent pixels [33]. Simply, it
reflects the degree of image scrambling [34]. The range of the correlation coefficient r is [–1, 1]. If the
value of r greater than zero then it indicates positive correlation and if the value of r is less than zero then
it indicates negative correlation. |r| which represents the degree of correlation between two adjacent pixels,
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with indicating perfect correlation and r = 0 indicating uncorrelated pixels [33]. The correlation between
the two adjacent pixels in an original image is almost close to 1. An effective encryption algorithm should
reduce the correlation between adjacent pixels which is almost close to 0 no matter in horizontal, vertical
and diagonal directions [34]. That means the adjacent pixels of original image have very strong linear
correlation, while the correlation between adjacent pixels of encrypted image is very small.

The mathematical expressions to calculate the correlation coefficient of two adjacent pixels is

cov( , )

( ) ( )
�xy

x y
r

D x D y (12)

where

1

1
cov( , ) ( ( )) ( ( )),�� � � �N

i i ix y x E x y E y
N

(13)

1

1
( ) ,�� �N

i iE x x
N

(14)

2
1

1
( ) ( ( ))�� � �N

i iD x x E x
N

(15)

About 3000 thousand pairs of two adjacent (in vertical, horizontal, and diagonal direction) pixels are
randomly selected from the encrypted image, and the correlation coefficients are calculated, which are as
shown in Table 2. From Table 2 we concluded that the correlation coefficient of original image is almost
close to 1 and the correlation coefficient of encrypted images by using the proposed method is close to 0 in
all the three directions that means no similarity occurs between original images and encrypted images.
Finally from the tabulated data, we concluded that adjacent pixels of original image have very strong linear
correlation, while the correlation between adjacent pixels of encrypted image using the proposed method is

Figure 6: (a) and (b) Scattered diagram of ‘Cameraman’ image, (c) and (d) Scattered diagram of ‘Lena’ image
by using the proposed method
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very small. It has damaged the linear correlation of original image. Therefore the encrypted algorithm can
effectively resist pixel correlation statistical attack. Figure 7 and 8 shows the correlation distribution of two
adjacent pixels for ‘Cameraman’, and ‘Lena’ images respectively. From the contrast diagrams we can
observe that the correlation between pixels of original image is much larger than the correlation between
pixels of encryption image. That means, the adjacent pixels of original image have very strong linear
correlation, while the correlation between adjacent pixels of encrypted image is very small. It has damaged
the linear correlation of original image. Therefore the proposed encrypted method can effectively resist
pixel correlation statistical attack.

Table 2
Comparison of correlation coefficients between ITM method and the proposed bit-shuffled ITM method

Correlation Plain images Encrypted images by using Encrypted images by using
coefficient ITM method [24] proposed bit-shuffled ITM method

Cameraman Lena Cameraman Lena Cameraman Lena

Horizontal (H) 0.9335 0.9400 - 0.000272 0.0017 -0.0043

Vertical (V) 0.9592 0.9693 - 0.000735 -0.0162 0.0080

Diagonal (D) 0.9087 0.9179 - 0.002389 -0.0014 0.0018

(H2 + V2 + D2)0.5 1.6178 1.6327 - 0.002514 0.0164 0.0092

Average (H, V, D) 0.9338 0.9424 - 0.001132 -0.0053 0.0018

4.3. Differential Analysis

The major requirement of all the encryption techniques is that the encrypted image should be significantly
different from the original one. To quantify the difference between encrypted image and the corresponding
original image, three measures were used: Mean Absolute Error (MAE), the Number of Pixel Change Rate
(NPCR), and Unified Average Changing Intensity (UACI).

Figure 7: (a), (b), and (c) Correlation distribution of two adjacent pixels for original ‘Cameraman’ image, (d), (e),
and (f) Correlation distribution of two adjacent pixels for encrypted ‘Cameraman’ image
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The MAE between plain image and encrypted image is given by the relation

(16)

where M×N is the size of the original and encrypted images. The parameters a
ij
 and b

ij
 are gray scale values

of pixels in original and encrypted images, respectively. The larger the MAE value, the better is the encryption
security.

NPCR is the change rate of the encrypted image pixels when the image changes one pixel in the process
of encryption. The more NPCR gets close to 100%, the more sensitive the cryptosystem to the changing of
plain image and the more effective for the cryptosystem to resist plaintext attack [35].

The mathematical expression to calculate NPCR is

(17)

where,

(18)

W and H represents the width and height of the images respectively, C
1
 and C

2
 are the respective cipher

images before and after one pixel changed in a plain image for the pixel at position (i,j). For a 256 gray-
scale image, the expected that means the ideal value of NPCR is found to be 99.6094%. The larger is the
value; the better is the encryption quality.

UACI is the change rate of the average strength of the original image and the encrypted image. The
larger UACI is the more effective for the cryptosystem to resist differential attack [35].

The mathematical expression to calculate UACI is

(19)

Figure 8: (a), (b), and (c) Correlation distribution of two adjacent pixels for original ‘Lena’ image, (d), (e), and
(f) Correlation distribution of two adjacent pixels for encrypted ‘Lena’ image.
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Where W and H represents the width and height of the images respectively, C
1
 and C

2
 are the respective

cipher images before and after one pixel changed in a plain image for the pixel at position (i, j). For a 256
gray-scale image, the expected that means the ideal value of UACI is found to be 33.4635 %. The larger is
the value; the better is the encryption quality.

Liao [24] reported the mean NPCR and UACI values are 99.6062% and 33.3970%, respectively. In the
proposed scheme, the mean NPCR of ‘Cameraman’ and ‘Lena’ are 99.615173% and 99.616160% respectively
and the mean UACI of ‘Cameraman’ and ‘Lena’ are 33.4953% and 33.4818% respectively which is larger
than the value of NPCR and UACI of Liao [24]. The NPCR, UACI and MAE of ‘Cameraman’ and ‘Lena’
images by using the proposed bit-shuffled ITM algorithm are tabulated in Table 3.

Table 3
NPCR, UACI, and MAE criteria of the proposed bit-shuffled ITM method

Criteria (expected value) Images Proposed bit-shuffled ITM method

NPCR (99.6094%) (Mean value) Cameraman 99.615173

Lena 99.616160

UACI (33.4635%) (Mean value) Cameraman 33.4953

Lena 33.4818

MAE (Larger Value) Cameraman 79.4729

Lena 77.6965

4.4. Key Sensitivity Analysis

4.4.1. Sensitivity to the Plaintext

To test the sensitivity to the plaintext, we randomly choose one pixel of the plain image ‘Cameraman’ and
‘Lena’ and then calculate NPCR and UACI between each pair of cipher images. We are taken 100 pairs of
cipher images and the NPCR and UACI results of ‘Cameraman’ and ‘Lena’ are shown in Figure 9 and
Figure 10 respectively. The mean value of NPCR for ‘Cameraman’ and ‘Lena’ are 99.615173 and 99.616160

Figure 10: (a) and (b) NPCR and UACI graph chart for ‘Lena’ image respectively

Figure 9: (a) and (b) NPCR and UACI graph chart for ‘Cameraman’ image respectively
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respectively and the mean value of UACI for ‘Cameraman’ and ‘Lena’ are 33.4953 and 33.4818 respectively.
It is clear that the NPCR and UACI values remain in the vicinity of the expected values, which means, our
proposed encryption scheme is very much sensitive to the plaintext.

4.4.2. Sensitivity to the Secret Keys

To test the sensitivity to the secret keys, the NPCR and UACI between two encrypted images with keys
 and slightly varied keys (only

one of the six parameters has varied 10–10) are calculated and the results are as shown in Table 4. From
Table 4 we can observe that the calculated NPCR and UACI are close to the ideal values. Therefore, the
encryption algorithm is very sensitive to the secret keys.

Table 4
NPCR and UACI values with slightly varied keys

Modified Keys �x
10

=10-10 �a
1
= 10-10 �x

20
=10-10 �a

2
= 10-10 �x

30
= 10-10 �a

3
= 10-10

NPCR 99.6613 99.6277 99.7070 99.6399 99.5712 99.5621

UACI 33.5213 33.5338 32.7412 33.6704 33.5228 33.6601

4.5. Information Entropy Analysis

Information entropy measures the randomness of an image which is used to characterize the texture of an
image [32]. The mathematical expression for calculating information entropy is:

1
0

1
( ) ( ) log

( )
�

�� �M
i i

i

H m p m
p m (20)

Where m is the source of information, M is the total number of symbols m
i
 � m and p(m

i
) and denotes

the probability of symbols [32]. If the information source sends 256 symbols then the theoretical value of
entropy will be H(m) = 8 [32]. The closer it gets to 8, the harder for the attackers to decode cipher images.
Table 5 presents the comparison of information entropy of original image and encrypted image by using
ITM system [24] and the proposed bit-shuffled ITM system. A higher value of the entropy obtained in case
of our proposed method as compared to that obtained in ITM system [24] indicates that our algorithm
provides more randomness in the encrypted image resulting in better encryption.

Table 5
Information Entropy of original images and encrypted images by using ITM system [24] and the

proposed bit-shuffled ITM system

Images Original images Encrypted images

ITM based system [24] Proposed bit-shuffled
ITM system

Cameraman 7.0097 - 7.9973

Lena 7.5691 7.9978 7.9981

5. CONCLUSIONS

In this paper, an extended ITM based image encryption technique is introduced. The proposed technique
includes ITM based permutation, ITM based bit-shuffling operation, and then ITM based diffusion. Results
of this technique have been analyzed and it has been observed that the proposed scheme possesses large
key space than the ITM technique which proves that the proposed algorithm resists brute-force attack more
effectively. From the key sensitivity analysis, it can be observed that, the proposed technique is more
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sensitive to the plain-images and also to the secret keys. NPCR, UACI, and entropy values are also improved
and are much better than the Liao’s ITM method. So, the proposed image encryption scheme has strong
ability of resisting all the known attacks. This shows that the proposed scheme is best and is more appropriate
for image encryption.
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