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Evaluation of Swarm Optimization Tech-
niques using CBSE Reusability Metrics

Chander Diwaker* Pradeep Tomar**

Abstract : Component-Based Software Engineering (CBSE) helps users to reuse the components in order to
save time and memory space. This paper focused on the evaluation of Swarm Optimization Technique like
PSO (Particle Swarm Optimization), ACO (Ant Colony Optimization) and ABC (Artificial Bee Colony) using
CBSE reusability metrics. In these techniques, it is difficult to compute the best cost value of each component
within time. To calculate the best cost value of Component-Based Software Development (CBSD) within time
to enhancethereusability thiswork use CBSE reusability metrics. CBSE reusability metrics helpsin evaluation
of swarm optimization techniques by finding the best cost value through MATLAB.
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1. COMPONENT-BASED SOFTWARE ENGINEERING

Inmost engineering disciplines, systemsare designed by compostion (building system out of componentsthat
have been used in other systems) Software engineering hasfocused on custom development of components. To
achieve better softwarequality, more quickly, at lower cogs CB SE isused. CBSE isabranch of softwareengineering
that depends on component re-usability. It emerged from the failure of object-oriented development to support
effectivereuse. Single object classes aretoo detailed and specific. Components are more abstract than object
classesand can be considered to be stand-alone service providers. A software component isa software element
that conformsto acomponent model and can be independently deployed and composed without modification
according to acompostion gandard. Thus Component Based Software Reliability (CBSR) isdependsoninteraction
among reusable components. CBSrely on connectionsof components. |f the connectivity of componentsiscomplex,
thenitisdifficult to esimate CBSR. The choice of components depends on interfaces between components and
re-usability of components. These selected components assist incomponentsintegration[1].

2. SWARM OPTIMIZATION TECHNIQES

Thesetechniquesrely onthe movements of componentswithin alimited areaand used to find the optimal
solution for aparticular target. SOT mainly includes PSO, ACO and ABC. SOT consistsof shared linksof svarms
for finding best arrangement of to achieve goal. The working of PSO, ACO and ABC isdescribed asfollows:

2.1. ParticleSwarm Optimization (PSO)

Various components movein searching spaceto achievetarget in best manner that includeslow cost with high
velocity. Each component in PSO updatesits parameters based on gross foremost velocity of particles[2].
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Set Initial Value of Population by Random
Number

v

Calculate using Fitness Function Fx using Fx

v

After First lteration update Vmax and Vmin if
both have maximum values

v

Repeat above steps until last lteration

Fig. 1. Working of PSO.

The velocity of components varies in accordance with the searching sKill, past experience and informeation of
their neighbors. The overal working depends onfitnessfunction. Thefitnessfunction is selected depend on type of
reguirement. Asshowninfigure 1, theglobal best outcomeisachieved after executing number of iterationsand
evauatesthoseiterations.

2.2. Ant Colony Optimization (ACO)

It includesbehaviora activitiesof antsasshown infigure 2. Ants put down pheromone while moving intheir
path. Thispathisassumed asfavorabletrack that will betracked by other connected ants of colony [3]. Themain
consistent of ACO are ants, target and pheromones.
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Update Local and Global Value in Next
Generation

Calculate cost

Fig. 2. Working of ACO.
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2.3. Artificial Bee Colony (ABC)

ABC consistsof three essential components: Food sources, employed and unemployed foragers[4].

Food Sources: Aforager bee assess food source with some propertieslike closeness, richness, quartity,
taste to make nectar, difficulty of reach destination.

Employed foragers: Theseforagerswork for specific food. Theseforagerscarry datarelated to specific
food sourcewhichissharesamong other beesinthehive. The dataincludesdistance, direction and earningsof the
food source.

Unemployed foragers: Theseforagerslook after theutilization of food source. Unemployed forager may
beascout or onlooker who checksthe environment in random manner for searching food source in accordance
with the data provided by the employed foragers.

Initialization of Food Sources

Y

Scouts perform exploration of available food
sources randomly until stopping criteria met

y

Each Forager exploit the respective scouts’
food sources until stopping criteria is met

y

Forager choose the best food sources as per
quality

Fig. 3. Working of ABC.

The basisof these dgorithmsiscooperative working of individualsthat makesdecison easily and in efficient
manner. Many Complex tasks may be solved by sharing of data collection and interaction of individual.

3.RELATEDWORK

Nagar and Singh [5], presented student selection processusing PSO and ACO. ACO and PSO dgorithms
wereanayzed for SSP. These dgorithmsprovided good optimdity resultsin least amount of time. The comparison
of ACO and PSO in support of SSPwasalso discussed.

Selvi and Umarani [6], focused on analysis of PSO and ACO algorithms with fitness sharing to check
performanceindividua agorithm. Theinformation of individuals must be modified by finding best element froma
number of iterationsrather than current iteration.

Tyagi and Sharma( 7], proposed amodd using ACO for estimating CBSR. Heuristic component dependency
graphswereused with ACO to estimate CBSR.

Hingrajiyaet al. [8], presented an approach for traveling salesman problem based onimproved ACO that
includes study of evasion of stagnation performanceand early convergence using distribution scheme of vibrant
heuristic constraint and initial ants modification based on entropy.
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Saed and Kadir [9], described performance prediction approach based on PSO for CBSD. Boundary search
method with PSO was applied to get efficient solutions. GA was used with case study for vaidation. QML was
used for QoS necessities of the system.

Nianet d. [10], described conventiona searching method of independent component analysisrely on gradient
algorithm which was unable to solve convergence problem. An improved PSO was applied to independent
component anaysis. Theimproved PSO for independent component anadysis shows better outcomesthat helpin
increasing convergence speed.

Ropaand Reddy [ 11], proposed PSO approachto generate other design dternativein periodica desgnfield
and ease the design choice through the growth process for CBSS. The computational timewas consdered and
new quality parameters may betaken into account such asavailahility.

Singhal et al. [12], compared basic working principle and applicability of GA, PSOACO and BCO. These
optimization techniquesmay be used to find the suitability to certain applications. Thesetechniquesmay be combined
to solve many problemsand helpin minimizing limitation.

Guptaand Sharma|[ 13], used additiona operators such asmutation and crossover of GA intraditional ABC
algorithmfor resolve thejob scheduling difficulty. Infuture, different typesof crossover and mutation operators
may be appliedin ABC dgorithm.

Hashni and Amudha [14], presented comparative study of consultant guided search , ACO, and BCO
techniques. Consultant guided search ishybrid Meta heuristic technique that integrates new ideasfound inACO
and BCO. The paper focused onrelative study of ACO, BCO and CGS.

Chikhalikar and Darade[15], emphasized onACO and BCO withtheir variants. The comparison of these
two techniqueswas also described. It was observed that the ACO is suitable for less search spaceand BCO is
suitablefor larger search spaces.

Jasser and Sarminim[16], compared experimental study between ACO and Enhanced BCO. MATLAB was
used for implementation. The comparison was based on parameters like time consumed, outcome quality and
difficulty of algorithm to examine effectiveness and performance. In thisresearch, 30 citieswere analysisfor
experimental study of ACO and BC.

Basir and Ahmad [17], surveyed biologicaly ingpired techniques: ACO, PSO, Artificial Fsh SwarmAlgorithms,
ABC, Frefly Algorithmsand Bat Algorithms and their applicability in feature selectionsand reductions. Optimality
may be categorized intwo ways. to salect best kind of problems and finding the best algorithmfor efficient solutions.

Umaet al. [18], used GA, PSO and ACO for fractal image compression insupport of design of robust image
compressonwhich decreases seek field for discover the self resemblancein givenimage.

Serbencuand ?erbencu[19], compared effectivenessof differentia ant-stigmergy algorithmand PSO. The
performance comparison of DASA and PSO isimplemented using aset of six test functionswell known for their
difficulty.

Vilovic et d. [20], optimized the location of base station through neural network datamodel of wirelesslocal
areanetwork. It was found that the use of PSO wasbetter than ACO.

Toader [21], presented job shop scheduling using ACO and PSO that helpsin solving the confliction of
resources clash and reduce the make-span and total completion time.

Gigraset a. [22], proposed a Robotic path planning with hybrid approach of ACO-PSO is used to find
optimal path for robot with avoiding thecollisonwith barrier found initspath. Smulation resultsof hybrid goproach
givescollison free path and better resultsas compared to thetraditional heuristic approach.

Basu [23], presented an ABC optimization techniquefor solving multi area economic dispatch problem. The
parameters multiplefuelsincluded multiplefud, valve-point loading, transmissonlossesand prohibited operating
zones. The usefulness of algorithmwas verified on different small and largetest systems.
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4. COMPARISON OF PSO,ACOANDABC

Table 1 showsthe comparison of PSO, ACO and ABC with the parameterslikepath, enrollment methods, navigation method,
adaptability, time consumption, stepsrequirement for computing result etc. [12] and [24].
Table 1. Comparison of PSO,ACO and ABC.

Parameter PO ACO ABC
M ovement Particlesmoving in search space Activities of ant colonies. Activities of bee colonies
for the best solution
Section of Global best value fromtheeach Based on quantity of Pheromone on \waggle dance (WD) provides both
Path particle is assumed to be best track. Thepathwith highest quantityis quality and direction of food.
solution. selected.
Enrollment Indirect. Thefitness function us ndirect. Ants use pheromone in their Direct. WD provides distance and
Methods used to calculate velocity of path as per type and quantity of food. dirediontqwardstarget with quality
each particle and find maximum and quantity
and minimum velocity after few
iteration.
Navigation Walking randomly towardstarget Walking randomly and put down Walking randomly and obtain
Methad and obtain all details related to  Pheromonein the path. detailsin the path.
path.
Adaptability Lessadaptive in nature. More adaptivein nature. Lessadaptive in nature.
Computational  Moreas compared to ABC. Moreas comparedto ABC. Lessas compared ACO.
Time
Seps RequiresmoreStepsthan ABC.  Requiresmore Stepsthan ABC. Require lessiteration to collect all
ra:luirafnmt fOOd at hand
for
Computing
result
Scalability Less scalable, Morescalable. More scalable.
Advantages (i) Easytofind solution dueto (i) robustness Team job: Scout and hunter bees
lesscaculation ascompared (i) distributed work jointly for getting wealthy

(i)

to other methods.

There is choice of fithess
function selection for
minimizingand maximizing a
function.

computation avoids premature food-Learning: It takes lots of
convergence knowledge of WD occurrencefor a

. . bee to turn into a scout bee.
9) Nat.ural pagllellsm. . Exploration and Exploitation:
(if) Q“'T{‘ finding of good quality gnquires memory based searching.
result.
(iit) ACOmay begpplied wheremany
components having random
behavior.

Disadvantages (i)

(i)

(iii)

Lessaccuracy dueto different
direction and different motion
of particles.

PSO may not successfully
work where contact scattering
of particlesmotion isrequires

PSO may cause problem in
non-coordinate environment

Early convergenceand identify design Map of WD to the outcome of any
parametersare problems trouble is a complex task.Pre-
knowledge of various factors

Applications

tel ecommuni cations, datamining,
combinatorial optimization,
power systems, signal processing,
constrained problems etc.

Scheduling problems, job shop, Flow Shop and Open
Assignmentproblems, vehiclerouting, shopplanning problems, TSP, spam
TSR imageprocessing, network model detection, datamining etc.
problem
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5. RESULT & ANALYSS

Cost valueof any optimization technique depends on number of factorslike number of iterations, fithess
functions, total number of interaction and delay between objects. These factorsare used to calculate cost of a
various optimizationtechniques. The cost iscomputed by using mathematical equation [25]:

C,=C,-C (@)

Where C_ present saving cost or mean cost, C . iscost of developing softwarewith noreuse, C, isthe cost of
developing softwarewithreuse. Thesaving cost C_ canbe calculated using line of code, function used repeatedly
and thefunction those are not used repeatedly.

Table 2 presentsnumber of line of code, function used repeatedly and thefunction thosearenot used repestedly.
Line of code depictstotal number of linesused in code. It includes duplicates statements and functionsthat are
multiple timesused. When reusahility isgpplied then duplicates linesare excluded and same statement and functions
reused at multipletimes without detailed code.

Table2. LOC and Function used in optimization techniquesusng M ATLAB.

Optimization Techniques  Lineof Code Function used repeatedly  Function not used repeatedly

PSO 132 7 4
ACO 121 8 5
ABC 152 8 4

Table 3 showsparameters used for evaluation of PSO, ACO and ABC with the help of reusability metric as
showninequation 1. Thenumber of iteration may beincrease or decrease asper anaysisrequirement.

Table3. Simulation Parameters

No. of Iteration 200
Optimization techniques PSO, ACO and ABC
Simulation time 30000 seconds
FitnessFunction used Y=x.2—3%,+ 10 Where 0 < = x;, X,< = 8
Operating System Windows7
Platform Matrix Laboratory 2009 v2

5.1. Best cost value of ABC algorithm

Best Cost

1 1 l 1
0 20 40 60 80 100 120 140 160 180 200
lteration

1

10 i 1 1 i

Fig. 4. Best cost value of ABC algorithm with iteration
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Figure4illusratesanalysis of enhanced ABC agorithmwith multipleiterations. Asshown above, asincrease
initeration, the cost of ABC decreases.

5.2. Best cost value of PSO algorithm

Best Cost

10 1 | 1 | 1 1 1 i i
0 20 40 60 a0 100 120 140 160 180 200
Iteration

Fig. 5. Best cost value of PSO algorithm with iteration

Figure 5illustrates analysis of enhanced PSO algorithm with multipleiterations. Asshown above asincrease
initeration, the cost of PSO decreases. In PSO cost vaueishigher than ABC technique.

5.3. Best cost valueof ACO algorithm
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Fig. 6. Best cost value of ACO algorithm with iteration.

Figure6illustrates analysis of enhanced ACO algorithm with multipleiterations. Asshown above, asincrease
initeration, the cost of ACO decreases. The cost valueislow in case of ACO in perspective of ABC and PSO.

Thebest cost presentsthe mean cost as mentioned inreusabilty metric that isestimated using line of code and
functionsusedin programfor anumber of iteration asshownintable 3. The output results showsthat the reusabilty
factor ismore used in ACO ascompared PSO and ABC. The graphs presents output that show the relation
between cost and iteration. The number of iteration may be varied asper analysisrequirement.
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6. CONCLUSON

In this paper different swarm optimization techniques like ACO, ABC and PSO are presented with their
working. The comparative analysis of these techniqueshasbeen discussed. Thecaculated cost value represents
the reusability of componentsand integrity of componentsamong PSO, ACO and ABC. Theoutcome showsthat
ACO havebetter reusability of component integrity than PSO and ABC techniques.

7.REFERENCES

1

2

10.

14,

16.

17.

Miguel CarlosPacheco Afonso Goul &o, " Component-Based Software Engineering: a Quantitative Approach”, Ph.D.
Thesis, Universidade Novade Lisboa, Lisboa, pp. 1-400, 2008.

Swagatam Das, Ajith Abraham and Amit Konar, "Partic e Siwarm Optimization and Differential evaluation Algorithms:
Technical Analysis, Applicationsand hybridization Perspectives', Studiesin Computational Intelligence, Vol. 116, pp.
1-38,2008.

Katiyar S, Nasruddin I, Abdul andAnsari Q, "Ant Colony Optimization: A Tutorial Review", MR International Journal
of Engineering and Technology, Vol. 7, No. 2, pp. 35-41, 2015.

DervisKaraboga and Bahriye Akay, " A Comparative Sudy of Artificial Bee Colony Algorithm™, Applied Mathematics
and Computation, Vol. 214, pp. 108-132, 2009.

Reetika Nagar, Sachin Kumar and Gaurav Pratap Singh, "Using Swarm Approaches for Student Selection Process’,
International Journal of Research in Engineering and Technology, Vol. 3, No. 12, pp. 7-13, December 2014.

V.Sdvi and R.Umarani, "ComparativeAnays sof Ant Colony and Particle Swarm Optimization Techniques’, International
Journal of Computer Applications, VVal. 5, No. 4, pp. 1-6, August 2010.

Kirti Tyagi and Arun Sharma, "A Heuristic Model for Estimating Component-Based Software System Reliability Using
Ant Colony Optimization™, World Applied Sciences Journal, Val. 31, No. 11, pp. 1983-1991, 2014.

KrishnaH. Hingrgjiya, RavindraKumar Gupta and Gajendra Singh Chandd, " An Ant Colony Optimization Algorithm
for Solving Trave ling Salesman Problem™, International Journal of Scientific and Research Publications, VVal. 2, No. 8,
pp. 1-6, August 2012.

Adil A.A. Saedand Wan M. N. Wan Kadir, "Applying Particle Swarm Optimizati on to Software Performance Prediction
an Introduction to the Approach”, in Proceeding of the 5th IEEE Malaysian Conference in Software Engineering
(MySEC), pp. 207-212, 2011.

FuzZhong Nian, Weijuan Li, Xiangfeng Sun and Ming Li, "An Improved Particle Swarm Optimization Application to
Independent Component Analysis', in Proceeding of the |EEE International Conferenceon Information Engineering
and Computer Science, pp.1-4, December 2009.

Y.MohanaRoopaand A. RamaMohan Reddy, " Particle Swarm Optimization Approach for Component Based Software
Architecture’, International Journal of Advanced Research in Computer Science and Software Engineering, Vol. 3, No.
12, pp. 557-561, December 2013.

Shweta Singhal, Shivangi Goyal, ShubhraGoyal and DivyaBhatt, "A Comparative Study of a Class of Nature Inspired
Algorithms', in Proceedingsof the 5th National Conference, INDIACom-2011-Computing For Nation Development,
pp.1-8, March 2011.

Manish Guptaand Govind Sharma, " An Efficient Modified Artificial Bee Colony Algorithm for Job Scheduling Problem™,
International Journal of Soft Computing and Engineering, Val. 1, No. 6, pp. 291-296, January 2012.

T.Hashni and T. Amudha, "Rel ative Study of CGSwith ACO and BCO Swarm Intelligence Techniques', International
Journal of Computer Technology & Applications, Vol. 3(5), pp. 1775-1781, September 2012.

Aditi Chikhalikar and Avanti Darade, " Swarm Intelligence Techniques: Comparative Sudy of ACO and BCO", CSl,
Mumbai, pp. 1-9, April 2013.

Muhammed Basheer Jasser and Mohamad Sarminim, "Ant Colony Optimization (ACO) and aVariation of Bee Colony
Optimization (BCO) in Solving TSP Problem, a Comparative Sudy", International Journal of Computer Applications,
Vol. 96, No. 9, pp. 1-8, June2014.

Mohammad Aizat bin Basir and Faudziah binti Ahmad, "Comparison on Swarm Algorithmsfor Feature Selections/
Reductions’, International Journa of Scientific& Engineering Research, Vol. 5, No. 8, pp. 479-486, August-2014.



Eval uation of Swarm Optimization Tech-niques using CBSE Reusability Metrics 197

24,

K. Uma, P Geetha Palanisamy and P. Geetha Poornachandran, " Comparison of imagecompression usng GA, ACO and
PSO techniques', in Proceedings of the IEEE International Conference on Recent Trendsin Information Technology
(ICRTIT), pp. 815- 820, June2011.

A. E. Zerbencu and A. Zerbencu, "A Comparison of Particle Swarm Optimization and Differential Ant-Stigmergy
Algorithm", in the Proceeding of 16th International Conference on System Theory, Control and Computing (ICSTCC),
pp. 1-6, Oct. 2012.

IvanVilovic, Niksa Burum, Zvonimir Sipusand Robert Nad, "PSO and ACO AlgorithmsApplied to Location Optimization
of the WLAN Base Station”, in Proceeding of the 19th International Conference on Applied Electromagnetic and
Communications, ICECom 2007, pp. 1-5, Sept. 2007.

HorentinaAlinaToader, " Production scheduling by us ng ACO and PSO Techniques', in Proceedingsof thelnternational
Conference on Devd opment and Application Sysems (DAS), pp. 170-175, May 2014.

YogitaGigras, KavitaChoudhary, Kusum Guptaand Vandana, " A hybrid ACO-PSO techniquefor path planning”, in
Proceedingsof the 2nd International Conferenceon Computing for Sustai nable Global Development (INDIACom), pp.
1616-1621, March 2015.

M. Basu , "Artificial bee colony optimization for multi-area economic dispatch”, International Journal of Electrical
Power & Energy Systems, Vol. 49, pp. 181-187, July 2013.

R. Sagayam and K. Akilandeswari, " Comparison of Ant Colony and Bee Col ony Optimi zation for Spam Host Detection”,
Internationa Journal of Engineering Research and Devel opment, Val. 4, No. 8, Nov. 2012, pp. 26-32.

JasmineK. S. and R. Vasantha, "Caost Estimation Moddl For Reuse Based Software Products’, in the Proceedings of
International Multi Conference of Engineersand Computer Scientists, IMECS, Hong Kong, Val. 1, pp. 19-21, March
2008.



