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ABSTRACT

Outlier detection is an important research area that forms part of numerous application areas. Outlier detection is
used in different applications like intrusion detection, fraud detection, track environmental changes, medical diagnosis
so there is need to detect outliers. Various approaches are used for outlier detection. In this research paper, we
focused outlier detection technique on cardiovascular data set available in R package. We analyze the performance
of feature bagging technique for the used data set in terms of F1 score, Average precision, R-precision and ROC-
AUC. The performance of Local Outlier Factor algorithm was found to improve on employing feature bagging
technique.
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I. INTRODUCTION

Data mining, in general, deals with the discovery of hidden, non-trivial and interesting knowledge from
different types of data. As the advancement of information technologies is taking place, the quantity of
databases, as well as their dimension and complexity is developing rapidly. Hence there is a requirement
for automated analysis of great amount of information. The analysis results which are then generated are
utilized for making a decision by a human or a program. Outlier detection is one of the basic problems of
data mining.

An outlier is an observation of the data that deviates from other observations so much that it arouses
suspicions that it was generated by a different and unusual mechanism [6]. Outliers may be erroneous or
real. Outliers are sometimes found as a side-product of clustering techniques. These techniques define
outliers as points, which do not lie in any of the groups formed. Thus, the procedures implicitly define
outliers as the background noise in which the clusters are embedded. Another class of methods is also there
which defines outliers as points, which are neither a part of a cluster nor a part of the background noise; but
specifically are points which behave very differently from the normal data. Sometimes outliers can often be
considered as a single individual or group of individuals that exhibits behavior outside the normal range.

Outlier detection is employed to measure the distance between data objects to detect those objects that
are entirely different from or inconsistent with the remaining data set [6]. Data that appear to have different
characteristics than the rest of the population are called outliers [1]. The problem of anomaly detection is
one of the most fundamental issues in data mining. The contribution in this research work combines local
outlier factor algorithm with feature bagging technique. Also application of feature bagging to heart data
set has not been investigated so far. This led to the motivation to analyse the performance of Feature
bagging technique in cardiovascular dataset.
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The organization of this paper is as follows. The related work is presented in section 2. Outlier detection
technique is discussed in section 3 and the local outlier factor algorithm introduction is given here. The
experimental results are provided in section 4 and a section of concluding remarks follows.

RELATED WORK

Outlier mining has been akin to finding needles in a haystack. However, outlier mining has a number of
practical applications in areas such as fraud detection, network intrusion detection, and identification of
competitor and emerging business trends in e-commerce. In [1] the survey discuses practical applications
of outlier mining, and provides a taxonomy for categorizing related mining techniques.

K. Breuning et al. [2], proposed LOF Technique based on the local density of given trial’s locality to
identify local outlier. A local outlier factor (LOF) is computed for each point. The LOF mines outliers that
deviate from their cluster. The LOF may not be efficient in density with meagre neighbors and fails to
calculate outlier when neighbors have analogous compactness.

Many recent algorithms use concepts of proximity in order to find outliers based on their relationship to
the rest of the data. However, in high dimensional space, the data is sparse and the notion of proximity fails
to retain its meaningfulness. In fact, the scarcity of high dimensional data implies that every point is an
almost equally good outlier from the perspective of proximity-based definitions [3]. Consequently, for high
dimensional data, the notion of finding meaningful outliers becomes substantially more complex and non-
obvious.

In the paper [4] focus is given on establishing the context of recently proposed replicator neural network
(RNN) approach for outlier detection. This approach employs multi-layer perceptron neural networks with
three hidden layers and the same number of output neurons and input neurons to model the data. The neural
network input variables are also the output variables so that the RNN forms an implicit, compressed model
of the data during training. A measure of outlyingness of individuals is then developed as the reconstruction
error of individual data points.

In the work [5], an organized overview of the various techniques for outlier detection on temporal data
is proposed. Modeling temporal data is a challenging task due to the dynamic nature and complex evolutionary
patterns in the data. This survey organized the discussion along different data types, presented various
outlier deûnitions, and brieûy introduced the corresponding techniques.

Outlier ensemble based methods are investigated in [7]. The methods may be considered traditional as
they define outlier without regard to class membership.

Minh Quoc Nguyen et al. proposed randomized algorithm [10] which can compute local outlier factor
very efficiently for high dimensional datasets in which random points has been selected which makes data
partitioned which is based on consistency property of outliers.

Local Outlier Factor (LOF) an approach of new algorithm was used to detect an outlier from the input
data. In [11], LOF algorithm proposes less computational time and also dynamically updating the profiles
of data streams. This algorithm was also found to be computationally very efficient as compared to other
algorithms.

METHODOLOGY

Outlier detection technique

Outlier detection is an important task in data mining. Outlier detection has many important applications
and deserves more consideration from data mining community. It is an important branch in data mining, as
this stage is required in elaboration and mining of information coming from many application fields such
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as industrial procedures, transportation, biology, public safety, climatology [12]. Anomalies are information
which can be considered peculiar due to several causes.

Researches on outlier detection broadly fall into following categories. Distribution based methods,
Depth based algorithms, Deviation based techniques, Distance based algorithms, Density based methods,
Sub Space based techniques, etc. Density based methods regard clusters as dense region of objects in the
data space. These dense regions are separated by low density regions which represents noise.

A. LOF: Identifying Density-Based Local Outliers

Density based techniques measure density of a point x within a small region by counting number of
points within a neighborhood region. Breunig et al. [2] introduced a concept of local outliers which are
detected based on the local density of points. Local density of a point x depends on its K nearest neighbor
points. The density based local outlier detection scheme assigns to each object a degree to be an outlier.
This degree is called the local outlier factor (LOF) of an object [8]. It is local in that, the degree depends on
how isolated the object is with respect to the surrounding neighborhood.

 All data points are sorted in decreasing order of LOF value. Outliers are data objects with high LOF
values whereas objects with low LOF values are likely to be normal with respect to their neighborhood.
High LOF is an indication of low-density neighborhood and hence high capability of being an exception.

 Top m points are chosen as outliers from this sorted order. However, LOF does not function admirably
with large datasets as it computes a large number of distance calculations in order to ûnd nearest neighbors
of each pattern in the dataset. The number of nearest neighbors is represented by ‘k’.

We briefly review the steps of computing LOF value of an object p in a dataset D:

Let D be a database, p, q, o some objects in D and k be a positive integer. The distance function
(Euclidean distance) d (q, p) is used to denote the distance between objects p and q.

Step 1: Computing (k- distance of p): k-distance (p) provides a measure of the density around the object p,
when k-distance of p is small meaning that the area around p is dense and vice versa.

Step 2: Finding (k-distance neighborhood of p): The k-distance neighborhood of p contains every object
whose distance for p is not greater than the k-distance.

Step 3: Computing (reachability distance of p wrt object o): The reachability distance of object p with
respect to object o is Reach-dist-k (p, o) = max {k- distance (o), d (p, o)}.

Step 4: Computing (the local reachability density of p): The local reachability density of an object p is the
inverse of the average reachability distance from the k-nearest neighbors of p.

Essentially, the local reachability density of an object p is an estimation of the density at point p by
analyzing the k-distance of the objects in Nk(p). The local reachability density of p is just the reciprocal of
the average distance between p and the objects in its k-neighborhood. Based on local reachability density,
the local outlier factor can be defined as follows.

Step 5: Local outlier factor of p: The local outlier factor is a ratio that determines whether or not an object
is outlier with respect to its neighborhood. LOF (p) is the average of the ratios of the local reachability
density of p and that of p’s k-nearest-neighbors.

The major limitation of the LOF algorithm [1] lies in computing reachability distance which is defined
as reach-dist-k (p, o) = max (k-distance (o), d (p, o)).

Computing reachability distance of p involves the process of computing distances of all objects within
the neighborhood of p. This distance is compared with the k-distance of that neighborhood. But this approach
is very expensive. Secondly, for every object LOF computation is done before the few outliers are detected.
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B. Feature Bagging

In statistics and machine learning, ensemble methods use various learning algorithms to get
better predictive performance than could be obtained from any of the constituent learning algorithms. Unlike
a statistical ensemble in statistical mechanics, which is usually infinite, a machine learning ensemble refers
only to a concrete limited set of alternative models, but allows for much more adaptable structure to exist
among those options. Common types of ensembles are Bayes optimal classifier, Bootstrap aggregating,
Boosting, Stacking etc.

Bootstrap aggregating, also called Bagging, is a machine learning ensemble meta-algorithm designed
to improve the stability and accuracy of machine learning algorithms used in statistical classification and
regression. Although the major application is done to decision tree methods, it can be used with any type of
method. Bagging is a special case of the model averaging approach.

EXPERIMENTAL RESULTS

(A) Environment

ELKI is an open source (AGPLv3) data mining software written in Java aimed at users in research and
algorithm development, with an emphasis on unsupervised methods such as cluster analysis and outlier
detection. The ELKI visualization tools have been extended to support (the clustering of) uncertain data.

(B) Dataset description

The Cardiovascular dataset in R package was used for outlier detection. This database contains 13
attributes. The attributes are age, sex, chest pain type, resting blood pressure, serum cholesterol in mg/
dl, fasting blood sugar, resting electrocardiographic results, maximum heart rate achieved, exercise induced
angina, ST depression induced by exercise relative to rest, the slope of the peak exercise ST segment,
number of major vessels, and thal. With these attributes, the absence or presence of heart disease can be
predicted.

(C) Performance evaluation

The F1 score can be interpreted as a weighted average of precision and recall. Precision p is the number of
correct positive results divided by the number of all positive results. Recall r is the number of correct
positive results divided by the number of positive results that should have been returned.

The area under the curve (AUC) is used to measure the performance of outlier detection algorithm. The
AUC of specific algorithm is defined as the surface area under its Receiver Operating Characteristic(ROC)
curve. The AUC for the ideal ROC curve is typically set to be 1, while AUCs of “less than perfect” outlier
detection algorithms are less than 1.

In statistics, a receiver operating characteristic (ROC), is a graphical plot that illustrates the performance
of a binary classifier system on its discrimination threshold variation. The curve is created by plotting
the true positive rate (TPR) against the false positive rate (FPR) by setting various threshold values. The
true-positive rate is also known as sensitivity or the sensitivity index d’, known as “d-prime” in signal
detection and biomedical informatics, or recall in machine learning. The false-positive rate is also known
as the fall-out and can be calculated as (1 - specificity). The ROC curve is thus the sensitivity as a function
of fall-out. In general, if the probability distributions for both detection and false alarm are known, the
ROC curve can be generated by plotting the cumulative distribution function area under the probability
distribution from (� to �) of the detection probability in the y-axis versus the cumulative distribution function
of the false-alarm probability in x-axis.
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(D) Analysis of results

Initially, LOF algorithm was applied to heart dataset for detecting outliers. Later Feature bagging was
applied to the output of local outlier factor algorithm. Euclidean distance function was applied. The values
of k were varied from 2 to 8. For various values of k, Maximum F1, R-precision, Average precision and
ROC-AUC were computed as shown in table 4.1. On comparison the values of the evaluation measures
seems to increase on applying feature bagging technique when compared to that of the local outlier factor
algorithm output.

Table 4.1
Evaluation measures for varying k values

K value Maximum F1 R-precision Average precision ROC AUC

LOF LOF + FB LOF LOF + FB LOF LOF + FB LOF LOF + FB

2 0.37 0.38 0.21 0.25 0.24 0.26 0.52 0.58
4 0.36 0.39 0.17 0.25 0.21 0.31 0.50 0.58
6 0.35 0.35 0.20 0.31 0.20 0.26 0.47 0.53
8 0.35 0.40 0.20 0.20 0.20 0.24 0.48 0.56

The variation of the four evaluation measures, Maximum F1, R-precision, Average precision, and ROC
AUC are represented in figures 4.1, 4.2, 4.3 and 4.4 respectively. From the chart it is incident that there is
some improvement in the output when feature bagging technique is employed.

Figure 4.1: Maximum F1 Figure 4.2: R-precision

Figure 4.3: Average Precision Figure 4.4: ROC AUC

CONCLUSION

Outlier detection as a branch of data mining has many important applications and deserves more attention
from data mining community. In this research work, outlier detection algorithm local outlier factor is
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examined. From the experimental analysis of the heart dataset, we can see that local outlier factor algorithm
along with feature bagging can be used for outlier analysis. Performance analysis is measured by using the
following measures, namely, Maximum F1 score, R-Precision, Average precision, and ROC-AUC. The
work presented here shows improved performance on varying the values of k by employing feature bagging
technique. However, the work can be enhanced in future to give better performance by employing various
outlier detection algorithms. The same can be extended for various datasets also. Detection of outliers in
medical data applying data mining technique is more powerful and provides accurate extraction results.
The process helps the medical decision makers to provide better, consistent and efficient healthcare services.
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