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A Dual Quorum-Reed Solomon Coded Proto-
col Handling Hybrid Failures in Distributed
Storage

*R.R. Sharanya ** C.K. Shyamala

Abstract : It is highly important to design a reliable Distributed Storage System (DSS) in the age of increased
growth of data. Secure and reliable storage of data have become the top priority for all organizations dealing
with high volume of data. To provide availability, scalability and fault tolerance, Replication and/or Dispersal
technique is adopted in DSS. The presence of hybrid failures in DSS highly affects its performance. To design
areliable DSS, hybrid failure should be modelled and handled. This paper explores how a Dual quorum (DQ)
protocol can be integrated with Dispersal technique to provide security (confidentiality) in addition to the
fundamental DSS features. The paper analyses the performance of DQ-dispersal with that of DQ-replication
in the presence of hybrid failures.
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1.INTRODUCTION

In the digital world, most of the data are unstructured which are generated by all our digital interactions and the
gadgets like smartphones, camera, sensors etc. leads to the explosion of data. Businesses can store these data in
their own data centers or they can get service from the data storage providers. DSS are capable of handling these
data quickly and efficiently. Fault tolerance is an important factor that every storage system should provide. In
order to provide fault tolerance, either replication and/or dispersal technique is employed in DSS. Most of the
present systems are employed with replication technique which does not provide inherent security at DSS; The
best alternative is to incorporate dispersal at DSS. This paper proposes a solution that integrates DQ with dispersal
for hybrid failures in the operating environment. The paper is organized as follows; Section 2 discusses about
related works. Section 3 presents the proposed architecture and design of the system. Section 4 compare and
analyses the performance of DSS for RS based dispersal. Section 5 concludes the paper.

2. RELATED WORKS

Quorum systems are employed to cope up with network partitioning. A quorum system is a collection of
subset of nodes called quorum with a property that quorums have a non-empty intersection. An operation/transaction
is performed if and only if the majority of node in the quorum reach a consensus. Quorum systems are used to
ensure consistency in DSS in addition to integrity and availability. The client reads from read server, r and perform
write operation to the write servers, w where r + w >n. The latest updated value is obtained from the non-empty
intersection. In the traditional quorum system, when there is a simultaneous read and write request the availability
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is at risk. Quorum based systems provide remarkable fault tolerance despite availability issue [2] [17] [18]. To
resolve this problem, Dual Quorum is introduced in [2] [12] There are two dedicated quorums say Qoutlout and
Qinput SYstems to handle client’s read and write requests respectively to overcome the risk of availability faced in
basic quorum systems. Afile of size, |F| is partitioned inton fragments (parts with redundancy) such that the original
file, F can be reconstructed from a minimal success of k fragments. This process is called data dispersal. Many
Dispersal algorithms such as Information Dispersal Algorithm (IDA) [6] [8] [9] [17] [21], Reed Solomon Codes
(RS Codes) are employed in the DSS to improve the storage efficiency and provide better security compared to
that of the DSS that employed Replication technique [3] [10] [11] [12] [13]. Using these dispersal algorithms, the
datais sliced into many pieces and stored across multiple nodes to provide fault tolerance in the DSS. The problem
in erasure coding such as IDA is their ability to tolerate only erasures whereas error correcting codes such as RS
Code isable to tolerate both errors and erasures at DSS.The major concern while designing a reliable DSS is the
failure. Failures can be categorized into 2 types namely, Crash and Non-Crash failure. In case of crash failures the
system will halt but is working properly until it halts. This defines the Fail Stop case. Whereas non-crash failure, the
system will deviate from the expected behavior. The combination these two failures are termed as Hybrid failures.
The important reason for hybrid failure is the presence of adversary in DSS. An adversary may be a standaloneentity
or group of entities that pose threat(s) to the security of a system or group of systems.There are different types of
adversary and are highly discussed in [16].

3.PROPOSED METHOD
A. Dual Quorum Dispersal

Several issues like fault tolerance, availability, storage efficacy have to be taken into consideration while
designing DSS [1] [15]. Naive replication and Quorum based replication approaches [2] lack in security in particular
data confidentiality. In replication based storage, if one copy is revealed to an illegitimate entity, confidentiality of
the original data is lost in its entirety. This issue is overcome in [12]; RS coded data can be retrieved iff k of the data
fragments are made available for reconstruction. An illegitimate entity has to compromise k servers for obtaining
the original data. Dual quorum protocol with dispersal technique (DQ-D) is integrated in [12] which provides
availability, efficient storage and improved security (confidentiality), under the assumption of fail stop condition.
Fail stop assumes that once a node fails, no data will be sent from that node to other nodes further. The architecture
illustrated in Fig.1. has been enhanced for dispersal from the design in [2].
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Fig.1. Dual Quorum-Dispersal Architecture.
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B. Read and Write Operation.

To perform a successful Read operation in DQ-D system, data (fragment) has to be retrieved from k servers
and for a successful Write operation, data has to be written into n servers as illustrated in Fig.2. Four possibilities
arise - Read Hit, Read Miss, Write Through and Write Suppress. When a Read request arrives, Front End Server

(FES) redirect the request to Qoutput. If the requested fragment is available then it is called Read Hit. The read hit
isshowed in Fig.2.

1. Read request
for object, o
—~ R1 [lk,v]1:[2,T] R1 W1 last read=1
[Ik,v]2:[1,T] Last Ack=2
Value: <01, 2> Value: <o, 2>
- R2, W1 [lk,v]1:[2,T] R2, W2 last read=1
2. Return the value
[lk,v]2:[1,T) Last Ack=2
Value: <02, 2> Value: <02, 2>
L R3, W2 [lk,v]1:[2,T] R3, W3 last read=1
Tk, v]2:[1, =
n4, ks3 [k,v]2:[1,T] Last Ack=1
Value: <03, 2> Value: <03, 2>
W3, <04, 2> W4, <04, 2>
Q output Q input
Fig. 2. Read Hit.

A Read Missoccurs when the fragments in the Q are not valid. In this case the fragments with highest

) ! - ] output =
timestamp will be retrieved from the Qinput asillustrated in Fig.3.
(1) Read request
for object, 0
RL[kv]L:(2F] (4) [3,7] RIW1lastread=1 (3) 3
o (2) <o1,3> —
(kvj2:[,T] « lastAck2 2
Value: <01, 2> <01,3> Value: <o, 3>
R2, W1 [lk,v]2:(2,T] R2, W2 last read=1
[kvj2:(,T] Last Ack=2
(5) Return Value: <02, 2> Value: <02, 2>
Objects
R3, W2 [lk,v]1:[2,T] R3, W3 last read=1
n=4, k=3 (kvj2{8,1) Last Ack=1
Value: <03, 2> Value: <03, 2>
W3, <04, 2> W4, <08, >

Fig. 3. Read Miss.
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1. Pseudocode for Read

In write through, the fragments have to be invalidated at the Qoutput before performing the write operation as

depicted in Fig.4.
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For every read request
{

Stepl: Forward the request to read servers of Q output system

Step3: Check the validity of fragments
{

If (valid = true)

{

Case = Read Hir;

Perform Read;
)

Else if (valid = false)

{

Case = Read Miss;

Get latest fragment from R input server;
Update last known in Q output system;
Make valid to True;

Perform Read.

L

Step2: Randomly select ‘k” servers out of ‘n’ to obtain data (fragments

RL(kVIL{LT] (2F) RiWilastreadst 1 | [ (1WriteRequest
{17 3) [2F

(kiz{a, B) 12 )it Last Ack=1 t_sl’ 2

Value: <ot, 1> <o1,1>

Value: <01, 1> <01,2>

R2, W1 [IkV]L:[4,T] [2F] R2W2lastread=1 1

[l.v]!:[l.ﬂﬂ.[Z,F] / Last A&lﬂ’l ‘

Value: <o1, 1> <o1,1> (0 Ak o1 2> Value: <o1, 1> <01,2> - |
(6) Perform Write
R3, W2 [Iky]L:{1,T] [2F] R3, W3 last read=1
(kvi2{a,7 (3) (2R Last Ack=1
—
Value: <o1, 1> <o1,1> Value: <03, 2>
W3, <04, 2 W4, <od, > )

Fig. 4. Write Through.
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In write suppress, the write is performed without communicating with Q
done already. [2] as illustrated in Fig.5

output system as the invalidation is

R [Ikv]1:[2,T] [2F] R1 W1 last read=1 (2) 1 )
(1)Write Request
(kvi2(1,7] (2F] lastAck=2 2
Value: <o1, 2> Value: <01, 2> <01,3>
R2, W1 [lkv]1:[1,T] [2,F] R2 W2 last read=1 (2) 1
o
(lkv]2:[1,7] [2,F) Last Ack=2 2 ]
Value: <02, 2> Value: <01, 2> <01,3> B
R3, W2 [lkv]1:[2,T] [2,F] R3, W3 last read=1 (3) Perform Write
[lkv]2:[1,1] [2,F] Last Ack=1
Value: <03, 2> Value: <03, 2>
W3, <04, 2> W4, <04, 2> }
Q output Qinpur

Fig. 5. Write Suppress.

2. Pseudocode for Write

For every write request
{
Stepl: Forward the request to write servers of Q input system.
Step2: Check
If (last read < last ack)
{
Case = Write Suppress;
Perform Write.
)
Else if (last read > last ack)
{
Case = Write Through;
Make valid = false in read servers of Q output system;
Get acknowledgement from Q output system;
Perform Write.
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4. DQ-DWITHRS CODED STORAGE
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RS Codes is a special form of Error Correcting Codes. The encoder takes k data symbol and addsm parity
symbols to make an n symbol code word. It is represented by RS(n, k) where n is the total number of fragments
and k is the minimum number of fragments required to reconstruct the data. The decoder can correct up tot
symbols that are errors and 2t = n—k erasure. [7] [14] RS code is robust as it handles both errors and erasures
as depicted in Fig.6 which is very much important in the design of DSS.Read operation can be performed if any of
the k servers out of nserversin Q. . system are correct. Data is reconstructed from k servers which may be
available and correct or available but corrupted. If any of the k server is under an adversary control, those servers
are corrected and the fragments are restored from incorrect and/or invalidated servers.

1 Samole Volume of data is
. Sample input
text file content growing exponentially
- everyday
: N/
Volume of exponentially Voluee of exponedtially
data is everyday date is .
growing growing growing 7 \
- l !
n=k+m k N/
noo | Towowom 110%1 01101011
7N
\ J
m 3. Errors & Erasures in
Fragments after dispersal
2. Dispersal using RS(n k) code
n=4, k=2
4. After decoded by RS decod
Volume of datais | _ WIS
growing exponentially
everyday

Fig. 6. Dispersal using RS Codes.

5. DQ-DWITH IDA

IDA is a method to split the file f into n pieces in such a way that it can be reconstructed from subset of k
pieces where, k < n. Data can be retrieved if k pieces out of n is obtained [3] [9] [19]. Even k-1 will not able to
reconstruct the data. It can reconstruct the data even if n-k pieces are lost but if there is an erroneous data it will be
reconstructed as such as illustrated in Fig.7
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Fig. 7. Dispersal using IDA.

6. RESULTSANDANALYSIS

To analyze the performance of DQ system in the presence of hybrid failures, a model for systematic injection
of adversarial effect in DSS is designed and is discussed thoroughly in [20] Through Analytical and Experimental
evaluations, the work compare features viz. Availability, Success rate (read & write), Response time, Fault tolerance
capability (with Errors and Erasures) and security of dispersal technique incorporated with Dual Quorum (DQ-D)
against the replication technique incorporated with Dual Quorum (DQ-R) in the presence of hybrid failure.

A. Availability

Availability is defined as as the number of client requests successfully processed by the system over the total
number of requests submitted to the system during a given period of time. [2] When we incorporate dispersal
technique with DQ protocol, the read request needs access to k servers to perform a successful read operation
and write operation is performed over n servers. The request will be rejected by the system, if there are insufficient
servers to process the request. The observation is made for various (n, k) combinations which are used by GFS,
Microsoft Azure, Facebook RAID storage and its availability is shown in fig.8.
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(N,K) VS AVAILABILITY

AVAILABILTY

-T

N

Fig. 8. Availability for various (n, k) Combination.

From Fig.8 itis clear that the availability of the system is increased with increase in n value and the dispersal
technique employed in DQ is in par with the DQ employed with Replication technique.

B. Read with Hybrid Failures

The performance of the system in presence of hybrid failures is analyzed in this work. A comparison is made
between the replication technique and dispersal technique (both IDA & RS Codes) as illustrated in Fig.9

READ WITH ERASURE
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(N,K)

Fig. 9. Read with Erasure

It is observed that both the dispersal techniques, IDA and RS Codes are able to tolerate (n — k) erasure and
are in par with each other whereas replication techniques are capable of tolerating (n — 1)erasure. Compared to
replication, dispersal technique provides the best result as depicted in Fig.9.
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READ WITH ERROR
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Fig. 10. Read with Error.

Itis observed that the replication and IDA techniques does not have the ability to serve the client’s request in
the presence of Non-Crash faults and are equivalent in this case as in Fig.10.

C. Response Time

The time taken to respond for a read or write request is defined as response time [2]. We analyze the
response time of Dual Quorum (DQ) similar to the evaluation done in DQ replication [2]. The response time of DQ
with Dispersal is similar to that of DQ with replication technique as shown in Fig.11.

READ WITH ERROR
—tp Replication —8-—|DA RS

05
08
0.7
06
05
04
03
02
01

RROR (NON-CRASH)

% OF

(6,3) (7,4 (10,6) (14,10) (31,26)

(N,K)
Fig. 11. Write ratio versus Response Time.

D. Security

Dual Quorum protocol when incorporated with Replication technique, it is easy to get access to the data
because it creates exact copy of the data in all the replicas. So when an adversary gets access to any one of the
replica, security is lost. On the other hand if DQ protocol is incorporated with dispersal technique, it requires
access to k nodes which is difficult for an adversary to get the original data. Even if an adversary gets access to any
of the nodes, he may get only part of the original data which is of no use. Compared to replication, using Dispersal
technique with DQ protocol highly increases the security. All the above results showed that it is a best choice to use
dispersal technique with DQ so that we can design an efficient Distributed Storage Systems.
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7. CONCLUSION

Apart from the primary needs such as availability, consistency and fault tolerance, security, confidentiality in
particular has significant relevance in designing a reliable DSS. When the storage environment is distributed, there
isampleopportunities for various threats in the system; this motivated us to consider hybrid failures in our work.
The paper models hybrid failures to analyze the performance of DSS in presence of adversaries. The model
enables systematic injection of failures at DSS. The results and observations highlight the applicability of an integrated
DQ with dispersal to obtain good performance in the presence of failures.
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