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Abstract : Tuning a database is one of the main activities that help an application to run more quickly. The
performance problem may be identified by slow or unresponsive system. Thiskind of problem usually occurs
because high system load, causing some part of the systemto reach alimit inits ability to respond. The limit of
this system is called bottleneck. Today application using database are becoming complex as the size of data
increasing. In the same way the performance related issues are also increasing. As DBMS are providing their
configuration parameters to change their internal configuration but to change them in effective manner is
tedious job and prone to error. To make it more effective and changing the configuration parameters for
enhancing performance there is a strong need of automation. Managing 200+ parameter manually is not
possible or it is a time consuming process. This paper explains the automated tuning framework and the
algorithm to implement the proposed framework.
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1. INTRODUCTION

Tuning adatabaseisone of the main activitiesthat help anapplication to run morequickly. The performance
problem may beidentified by ow or unresponsive sysem. Thiskind of problem usually occurs because high
systemload, causing some part of thesystemto reach alimit initsability to respond. Thelimit of thissystemis
called bottleneck. Today application using database are becoming complex asthe Size of dataincreasing. Inthe
sameway the performancerdated issuesareaso increasng. AsDBM S are providing their configuration parameters
to changether interna configuration but to changethemin effective manner istediousjoband proneto error. To
make it more effective and changing the configuration parametersfor enhancing performance thereisastrong need
of automation. Managing 200+ parameter manually isnot possible or it isatimeconsuming process.

Inthispaper we have defined asolution to solvethiscomplex problem (i.e. selection of appropriate resource
to tune). We haveformulated a mathematical solution for that and designed an algorithm to make thisprocess
automated.

2. AUTOMATED DATABASE TUNING FRAMEWORK

Today we are using the complex databases. Business requirement arealso increased in thesameration. High
performance and quick responseisone of the major needsfor aDBM S. Database can betuned through physica
design but continuoudly changein designisnot possiblefor running application. Asthe physica design of database
suffersfromvarious limitations, an automated database tuning framework isproposed in order to achieve high
grade of performance. Thisautomated framework isused to identify thelow performance syssemand dter thekey
parametersto enhance the same. The Framework hasthree basic building blocks:
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(@) Automated Workload Generation Block

(b) Working Database

(0 Automated Database Tuning Block

Thisframework isthe combination of the above defined three blocks. After implementing thisframework
there will beno need for manua tuning. The combination of .net applications and database Satisticsan organization
can achievethe automation in Databasetuning. The complete collection of the above three components has been
showninfollowing figures(Figure 1 & Figure?2).
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Fig. 1. Automated Database Tuning Framework.
Thefirst figure usesthe actual user workload and took the corrective measure. But in second figure the
framework usesthe virtual workload generated by the gpplication itself by other .net component.
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Fig. 2. Automated Database Tuning Framework with virtual workload.
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If the DBA want to take aproactive measure on performance he/she can user thevirtua workload generation
moduleto predict the future performancerelated issue. Herewe haveintegrated a.net gpplicationto make several
connectionsto the database virtually.

3. MATHEMATICAL FORMULATION OFAUTOMATIC RESOURCE SELECTION PROCESS

This section describesthe mathematical implementation to select the resourcesautometically which will make
direct impact on performance. We present anew analysis method that effectively selectsresourcesfor automatic
tuning inorder to reducethe adminigtrator’stime, efforts, and intervention. Thefollowing subsectionswill definethe
two statistical coefficients (i.e. correlation coefficient and coefficient of variance) used inthis paper.

A. Coefficient of Correlation

Theword Correationismadeof Co- meaning“Together” and Relation meaning Dependency” . Hencecorrelation
coefficient explainsthe dependency of one variable on another variable.

Formulafor Corrdation coefficient :

Corr_Coff(X,Y) = 2L X)) Q)
_ ' - \/Zln

(X =X)L (Y = Y)?
Therdationship of one variablewith other variableis decided onthe basis of the following vaues of correation
coefficient
» +1(highly postivereationship)
* 0(noredationship)
» —1 (highly negativerelationship)
Thefollowing graphical representation shows the relationship of two variables according to the values of
correlation coefficient.
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The perfect blue color showsthe perfect positive relationship and the perfect red color graph showsthe
perfect negativerdationship.
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B. Variation Coefficient

Thevariation coefficient isused to caculate the variance of adata set. Based upon the value of thiscoefficient
we can consider that how stable or variablethe dataset is. To calculatethis coefficient we need to caculate the
mean and standard deviation for the given dataset.

Formulafor Variance Coefficient :
Standard Deviation (o)
Mean(Y)

4. USE OFCORRELATION COEFFICIENT AND COEFFICIENT VARIANCE FORAUTO-
MATIC RESOURCE SELECTION

Theabove equationsare used to find theimpact of changing resource values on performanceindicator. It may
be positive, negative or no impact. To calculatethe coefficient we need to find the mean and sandard deviation of
alist of observations for both. We should have equal number of observations for both resources as well as
parameters.

Inhis paper we have coefficient of corrdationisused to find the relation between resourcevaue and parameters
The user needsto set athreshold value t|. It will rangefrom +1to -1, if the valueof this coefficient is+t or more
than thesewill have positiverelation. If thiscoefficient has_t vaue or lessthan therewill benegative relation. Other
vauesof thiscoefficient will provideno relationship.

Scenario 1. we havetwo lists of valuesfor performance indicators P1 and P2. Supposethethreshold be 0.6
and aresource R1 (inmegabytes) and the performanceindicators P1 and P2 change asfollows:

R1 64 128 192 256 320 384 448 512 576 640
P1 5442 5498 549 5526 55.04 54.74 539 5446 5422 4.06
P2 148.64 153,58 156.5 161.26 163.38 1639 168.6 169.22 1754 178.82

Table 1 showsthe middle stepsused to caculate correlation coefficient between R1 and P1. The calculated
vaue of correlation coefficient isgiven below to the corresponding table.

Tablel. Calculation of Correlation coefficient between R1 and P1.

Coefficient of Variation(Y) = )

R1 P1 A=Ki- B =Pi- A*B A? B2 SQRT(M*N)
Mean (R) Mean(P1)

A4 442 -283 -0178 51.264 82944 0.031634

128 $4.98 -224 0382 -85.568 50176 0145924

192 19 -160 0302 -48.32 25600 0.091204

2% 55.26 -%6 0662 -63.552 9216 0438244

30 5504 -2 0442 -14.144 1024 019534 793046775
34 474 K7 0142 4544 1024 0.020164

48 539 B -0.698 -67.008 9216 0487204

512 .46 160 -0.138 -22.08 25600 0.019044

576 422 24 -0.378 -84.672 50176 0142834

&40 .06 238 -0538 -154.994 82944 0.289444

Mean(Rl)  Mean(Pl) O=SUM(A*B) M=SUM(A?) N=SUM(B?

B2 54.598 -484.48 337920 186116
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Corr_Coff (R1,P1) = SQRT(M*N)/SUM(A* B) = -484.48/793.05= —0.61091

Table 2 showsthe middle stepsused to caculate correlation coefficient between R1 and P1. The calculated
vaue of correlation coefficient isgiven below to the corresponding table.

Table 2. Calculation of Correlation coefficient between R1 and P2.

R1 P2 A=Ki- B =Pi- A*B A? B2 SQRT(M*N)
Mean (R) Mean(P2)

64 14864 -288 -1529 440352 82944 2337841
128 15358 24 -1035 23184 50176 107.1225

19 1565 -160 743 11888 25600 55.2049

56 161.26 % 267 256.32 P16 7.1289

20 16338 e, 055 176 1004 0305 165006815
34 1639 2 003 0% 1004 0.0009

a8 1686 % 467 4832 P16 21,8089

512 169.2 160 529 8164 25600 279841

576 1754 24 1147 256028 50176 1315609

640 17882 28 14.80 428332 82944 217121

Mean(R)  Mean(F2) O=SUM(A*B) M=SUM(A? N=SUM(B)
32 16393 16336 37920 806.6008

Corr_Coff (R1,P2) = SQRT(M*N)/SUM(A*B) = 16336/16509.68 = 0.98948

Coefficient of correlation between R1 and P1 isabout -0.61091. Coefficient of correlation between R1 and
Pliswithinthethreshold, so thereisno relationship. Onother sideR1 and P2 is about 0.98948. Asthe coefficient
of correlation between R1 and P2isover thethreshold. So it haspositiverdationship. Coefficient of correlation
isused to show only relationship between theresource and parameters. But it will not consider the variance of
values. To get the effect of range of change, useanother coefficient of variance, whichisshown inequation 2?1t
providesanormalized value by calculating the standard deviation in means, especialy when the number of dataor
measurement rangesisdifferent. The variable value of the coefficient isimportant for changeit indicate whether the
changeis ineffective manner or not. The DBA need to set thethreshold value as|z|. if this coefficient valueis+z
than theimpact ispositiveisitisnear to z or lessthan z thenit will have uselessimpact.

Scenario 2. Herewe havetakenthelist of two parameters P3 and P4. Supposethethreshold valueis+0.6
or -0.6 for the coefficient of correlationand is 0.05 for the coefficient of variation.

R1 64 128 192 256 320 384 448 512 576 640
P3 149.66 146.6 145.68 146.62 142.16 139.26 140.88 139.54 140.44 138.32
PA 94.98 109.18 1285 165.78 189.72 199.74 199.76 199.76 199.76 199.76

Table 3 & table 4 showsthe middle steps used to calculate correlation coefficient between R1 and P3 and
coefficient of variationfor P3. Thecalculated value of correlation coefficient isgiven below to the corresponding
table and the value of coefficient of variationisgiveinthelast columnof table4



352 Hitesh Kumar Sharma, Abhinav Bhushan, Vaibhav Jain, Tanupreet Singh and Komal Munjal
Table 3. Calculation of Correlation coefficient between R1 and P3

R1 P3 A=Ki- B =Pi- A*B A? B2 SQRT(M*N)
Mean (K) Mean(G)
A4 149.66 -283 6.744 -1942.272 82944 45481536
128 146.6 -224 3634 -825.216 50176 13571856
192 145.68 -160 2764 -442.24 25600 7.639696
2% 146.62 %6 3704 -355534 9216 13.719616
30 142.16 32 -0.756 24192 1024 0571536 6807.69622
34 139.26 K7 -3.656 -116.992 1024 13.366336
48 140.88 B -2.036 -195456 9216 4145296
512 13054 160 -3.376 -540.16 25600 11.397376
576 14044 24 -2476 -554.624 50176 6.130576
&40 13832 238 -4.596 -1323.648 82944 21123216
Mean(Rl)  Mean(P3) SUM(A*B)  M=SUM(A)  N=SUM(B)
2 142,916 -6272 337920 137.14704

Co_cf (R1,P3) = SQRT(M*N)/SUM(A*B) =-6272/6807.70 =-0.921310206
Table4. Calculation of coefficient of variancefor G

P3 B = P3-Mean(P3) B2 o Coff_Var(P3)
149.66 3.372 11.370384
146.6 1.842 3.392964
145.68 1.382 1.909924
146.62 1.852 3.429904
142.16 -0.378 0.142884 1.851668437 0.012956341
139.26 -1.828 3.341584
140.88 -1.018 1.036324
139.54 -1.688 2.849344
140.44 -1.238 1.532644
138.32 -2.298 5.280804
Mean(P3) N=SUM (B2
142.916 34.28676

Table 5 & table 6 showsthe middle steps used to calculate correlation coefficient between R1 and P4 and
coefficient of variation for P4. Thecalculated value of correlation coefficient isgiven below to the corresponding
table and the value of coefficient of variationisgiveinthelast columnof table 6.
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Table5. Calculation of Correlation coefficient between R1 and P4.

R1 P4 A=Ki- B=Pi- A*B A? B2 SQRT(M*N)
Mean (R1) Mean(P4)
A 94.98 -288 -713.714 21229632 82044 $33.7538
128 109.18 -224 -50.514 13331.136 50176 3541.9162
192 1285 -160 -40.1%4 431.04 25600 161555764
%6 165.78 %6 -2.914 279.744 9216 8491396
30 189.72 -2 21026 -672.832 1024 442092676
34 19974 X 31046 993472 1024 963854116  73221.9642
48 199.76 % 31066 2982.336 9216 965.096356
512 199.76 160 31066 4970.56 25600 965.096356
576 199.76 24 31066 6958.784 50176 965.096356
&40 199.76 288 31066 8%47.008 82044 965.096356
Mean(R1)  Mean(P4) SUM(A*B)  M=SUM(A?  N=SUM(B?
2 168.694 65450.88 337920 15866.0512

Co_cf(R1,P4) = SQRT(M*N)/SUM(A* B) = 65450.88/73221.96 = 0.893869493

Table6. Calculation of coefficient of variance of P4

P4 B = Pi-Mean(P4) B2 o Coff_Var(P4)
94.98 -36.857 1358.438449
109.18 -29.757 885.479049
128.5 -20.097 403.889409
165.78 -1.457 2.122849
189.72 10.513 110.523169 19.91610607  0.118060548
199.74 15.523 240.963529
199.76 15.533 241.274089
199.76 15.533 241.274089
199.76 15.533 241.274089
199.76 15.533 241.274089
Mean(H) N = SUM(B2)
168.694 3966.51281

The Coefficient of Correlation between R1 and P3 isabout -0.92131, and the coff. Of variation of P3is
about 0.012956341. we can say that thereisno relation between P3 and R1 because the coefficient of variation
isbelow 0.05, coefficient for correlation isbelow -0.6 but it will not be consdered. The coefficient of correation
between R1 and P4 is about 0.893869, and the coefficient of variation of P4 is about 0.118060. Since the
correlation coefficient between R1 and P4 isabove +0.6 and coefficient of variation of P4 isover 0.05, we say that
these havepostiverdation
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5. ALGORITHM FORAUTOMATIC SELECTION OF RESOURCE

Aswe have seen above, by using some statistics coefficients (i.e. Correlation Coefficient and Coefficient of
Variance) wecan find the positive, negative or no reation between resource parametersand performanceindicators.
But themanual cdculation of these parametersisagain atedioustask. To overcomethisissuewe havedesigned a
set of algorithms. These algorithms can be implemented Varo asmall computer application using any computer
programming language. After implementation of these agorithms, the process of autometic selectionof theresources
responsiblefor good performancewill be automated. The set of algorithms contain three agorithmsthe algorithms
with their sgnificance have been explained separately in coming subsections.

A. Algorithm 1: (Algorithm to calculate Correlation Coefficient)

Thisagorithmwill calculate the correlation coefficient between resource parameter and performanceindicator.
Thedgorithmtakestwo arrays X[ ], Y[ ] asinput. Thearray X[ ] will contain somevaluesfor aparticular resource
andthearray Y[ ] will have somevalue of indicator corresponding to eachvalue of resource.

Co_cf(X[L.Y[])

{

Var s x=0;

Var s y=0;

Var mean_X;

Varm_y;,

Var F_nm=0;

Var D_x=0;

Var D_y=0;

Va F D;

Var Co_cf;
Varn=X.len

for(Var i=0; i<n;i++)

{

s x=s x+X]iJ;

s y=s y+YI[i];

}

mean_x=s x/n;

m_y=s vy/n;

for(Var i=0; i<n;i++)

{

F nm=F_nm+ ((X[i]-m x)*(Y[i]-m_y));
}

for(Var i=0; i<n;i++)

{

D x=D_x+((X[i]-m x)*(X[i]-m_X));
D_y=D_y+((Y[i]-m_y)*(Y[i]-m_y));
}

F D=sgrt(D_x* D_y);
Rel _Coff=F nm/ F_D;
Return Co_cf;

}
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The output of the algorithm will bethe value of correlation coefficient between X[ |(i.e. array of resource
values) and Y[ ] (i.e. array of performanceindicator vaues) .

B.Algorithm 2 (Algorithm to calculate Coefficient of Variation)

Thefollowing algorithm caculatesthe coefficient of variation for agivenindicator. The parameter array is
passed to thisalgorithm.

Var_Coff(Y[])

{

Varm y,

Var nm=0;

Var s y=0;
Varn=Y.lenght;

Var &d_dev;

Var var_coff;

for(Var i=0; i<n;i++)

{

s y=s y+Y[i;

}

m_y=s y/n;

for(Var i=0; i<n;i++)

{

nm=nm+ ((Y[i]-m_y)*(Y[i]-m_y));
}

sd dev=ggrt(nm/n);
var_coff=std_dev/m y;
Returnvar_coff;

}

Theoutput of thisalgorithmwill bethe value of thecoefficient of variancefor theinput array Y[ ] (i.e. thearray
of indicator values).

C.Algorithm 3 (Algorithm for resour ce selection)

It isthefinal algorithm for theautomation. It takesfour parametersasinput and these parametersare given
below.

» Anarray of resourcevalesand namesname(i.e.a rq ][ ])

» Anarray of Parametersvalesand namesname(i.e.a p[][])
» Coefficient of correlationvaue (i.e.th_CC)

* Cosfficient of variationvaue(i.e.th_CV)

Thesevaueswill be passed to thefollowing dgorithmand thisalgorithmwill automatically callsthe abovetwo
agorithmsby passing the required parameters. The output of above algorithmswill be used asinput for next steps
of thisalgorithm.
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Select_Tuning_Resource(a rq ][ ].a p[ ][ ],th_CC,th_ CV)
{

Varn=ar_rs.nr;

Var m=ar_rs.nc;

Vara rs 1D[];

Vara p 1D[];

Var co_cf[n];

Var var_coff[n];

for(Var i=0;i< n;ji++)

{

for(Var j=0;j< m;i++)

a rs_1D[j]=a rdi][j];
a_p_1D[j]=a_p[i][jl;
}
Co_cf[i]=Co_cf(a rs 1D,a p_1D);
var_coff [i]=Var_Coff(a p_1D);
}
for(Var i=0;i< nji++)
{
If(Co_cf[i]>th_ CC && var_coff[i]>th_CV)
{
print “It haspostiveimpacte’;
}
Elself(Co_cf[i]<th_ CC&& var_coff [i]>th_CV)
{
print “1t hasnegativeimpact”;
}
Else
{
print “Thereisno impact”;
}
}
}
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6. SUMMERY & FUTURE WORK

The proper management of the resourcesisone of the mgjor partsin database tuning. In thispaper we have
focused ontheselection of themgjor resource responsiblefor high/low performance. Before changing the value of
aparameter it highly recommended to findits positive or negative impact on performance. Majorly thistask is
being done by aDBA but inthis paper we have proposed some agorithmsthat will automatically populatethelist
of the resourceswhich will have positive impact on performance after manipulate them. Onimplementing these
agorithmsand convert themVaro an application anyone can changethe right resourcesto get better performance.
Infuturethereisaneed for implement thiswork using aprogramming languageto Varegratethese algorithmin
working RDBM Stools.
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