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ABSTRACT

Power load forecasting is an important part of power system planning and the basis of economic operation of power
system. It isextremely important for power system planning and operation. The traditional grey forecasting model
GM(1,1) can beapplied to power | oad forecasting, but the forecasting accuracy will be greatly reduced when the power
load changeswith afaster growth rate areforecasted. In view of thelimitation of thetraditional grey prediction model
GM(1,1), this paper will introduce particle swarm optimization algorithm, which combinesit with thetraditional grey
prediction model GM(1,1) to solvethe parameters of the grey model, thusanew prediction moddl isproposed. In order
toverify theaccuracy of the new forecasting model, three groups of different load dataare selected to simulate GM (1,1)
model and theimproved mode proposed in this paper. The results show that the model hashigh forecasting accuracy

in forecasting thefast-growing power load.
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INTRODUCTION

Electricity isthelifeblood of the nationa economy, which
providesthe necessary guarantee for the development
of enterprisesand institutionsaswell asthe safety and
stability of residents'lives. With the continuous
improvement of the world economy and living
electrification level, people’s demand for electricity
consumption continuesto grow. Therefore, the power
load forecasting technology which affects decision-
meaking becomesmore and moreimportant. Power load
forecasting isone of theimportant tasks of the power
sector. Accurate load forecasting can economically and
reasonably arrange the start-up and shutdown of
generatorswithinthe power grid, maintain the security
and gahility of power grid operation, reduce unnecessary
rotating reserve capacity, rationally arrange unit
maintenance plans, ensure normal productionand life of
society, effectively reducegeneration costs, and improve
economic benefitsand social benefits. Will benefit. The
accurecy leve of load forecasting directly affectswhether
the power sector can economically and optimally
formulate power generation plans, formulate economic

and reasonable power allocation plans, control the
economic operation of power grids and arrange the
ingtadlation and maintenance plansof units. Therefore, it
is of great practical significance to explore effective
methods to improve the accuracy of power load
forecasting.

With theincrease of energy consumption, it ismore
and more important to effectively improve the
management level of power energy onthe premise of
theestablished total amount. Moreand moreresearchers
have devoted themselves to the research of load
forecasting technology, and new technologieshave been
put forward for many years. There are two common
types of new load forecasting technologies, oneisthe
basic forecasting methods represented by trend
extrapolation, regression, time series and grey
forecasting, the other isthe integration of intelligent
algorithm on the basis of the original forecasting
technology to optimize the forecasting model. |n most
cases, asingle prediction technology can not achieve
the desred prediction accuracy. Combinetion forecasting
with multiple methods has been widely used in recent
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years. At present, therepresentative forecasting methods
in power load forecasting technology mainly include
Delphi method, unit consumption method, €elastic
coefficient method, time series method, regression
analysis method, trend extrapolation method, grey
forecasting method, neura network method, wavelet
analysismethod, etc. Compared with other methods,
the grey forecasting technology can establishamode in
linewiththeforecast in the case of few dataand poor
information. Especially, short-term forecasting can
achieve better results. It has the advantages of small
sample size and high accuracy, and is widely used in
power load forecasting technology. The grey forecagting
method hasmany advantages, such aslesssampledata,
no need to consder thedigribution law and changetrend,
convenient operation, highforecasting accuracy, easy to
test and S0 on, S0 it has attracted the attention of power
systemresearchers. However, the GM(1,1) model has
somelimitations likeother prediction methods. When
thedataismorediscrete, that is, the grey level of datais
larger, the prediction accuracy becomesworse, andit is
not suitablefor long-term backward prediction of power
systemfor several years. Particle svarmoptimizationis
akind of svarmintelligence optimizationagorithm, which
has the characteristics of convenient parameter
adjustment, fast convergence speed and strong global
search ability. It can better ded with multi-dimensiona
space multi-peak problem optimization and dynamic
target optimization. Moreover, the algorithm hasfast
processing speed, good solution quality and robustness,
and has a wide range of applications in power load
forecasting.

Based on particle swarm optimization and grey
predictionmode GM(1,1), conddering thet the precison
of modéd fitting and prediction ispoor whenthe absolute
value of grey number a is large (i.e. when the data
seguence changes unevenly), agrey model combining
particle swarm optimization is proposed, and the
implementation processof themodd isdiscussed indetall.
Thispaper usesthe historica load dataof acertain power
gridto smulateand test theforecasting model, and verify
itseffect. Theerror analysis of the application results
shows that the forecasting model constructed in this
paper can achieve high forecasting accuracy in power
load forecasting, which is superior to the traditional
GM(1,1) model, expandsthe gpplication scopeof grey
model, and has certain application vaue.

PARTICLE SWARM OPTIMIZATION
ALGORITHM

Particle swarm optimization (PSO) arises from the
simulation of the behavior of birds and other groups.
The Boids model proposed by C.W. Reynolds, a
biologigt, hasgresat influence. The modd interpretsthat
individua behavior isonly related to thebehavior of its
neighbors. Individuals follow three rules: collision
avoidance, speed consstency and centripetal (average
position) aggregation. Innature, many individud birdsin
the initial random state gradually organize into many
smaller communitieswith the same speed and direction,
andthenintegratelarger communities, whichmay disperse
into many smaller communities. Biologist F. Heppner et
al. studied the convergence behavior of birds, and found
that birds fly synchronously on the basis of local
perception, without afixed coordinating organizer. E.O.
Wilson, abiosociologist, concluded that in searching for
unknown distribution of food, individuals gain more
synergistic advantages through the experience of other
members than the disadvantage of competition. P.J.
Richerson and R. Boyd summarize the experiences
people often useto make decisonsbased ontheir own
experiences and those of others. After thestudy of bird
swarmand human socid system, the coreideaof particle
Swarm optimizationissummarized, that is, information
sharing among groupsisconduciveto overdl evolution.

To sum up the above research, American scholars
JKennedy and R.C.Eberhart published an article ertitled
“Particle Swarm Optimization” at the | EEE Internationa
Neural Network Academic Conference, marking the
formal establishment of particle swarm optimization.
Subsequently, Y.Shi and R.C.Eberhart published an
articleentitled “ A Modified Particle Swarm Optimizer”
to further optimize and improve the particle swarm
optimization algorithm. Practice showsthat the particle
swarmoptimizationagorithm can better deal with muilti-
dimensiona space multi-peak problem optimizationand
dynamic target optimization, and the processing speed
of theadgorithm, the quality of thesolution and robustness
aregood.

Particle swarm optimization initializes agroup of
particlesrandomly, and asingle particleisconsidered as
afeasble solution. Thefitnessfunctionisused to judge
whether the particle is good or bad. Common test
functionsinclude Spherefunction, Rosenbrock function,
Schwefel function, Rastriginfunction, Quartic function
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(Noise) function, Griewank function, Ackley functionand
Shaffer function. Each particle movesin the feasible
solution space, and thevelocity variable of the particleis
composed of direction and distance components. Each
particlefollowsthe current optimal particle, searching
and comparing generation by generationto get theoptimd
solution. In each iteration, the particle compares the
optimal solution found by itself and the group optimal
solution.

2.1 Parameter Setting

There arefewer parametersto be adjusted in particle
swarm optimization, and the experience of parameter
setting isasfollows:

1. Number of particles generdly take 20-100, for
most of the optimization process, often select
50 particlescan get better results. When dedling
with complex problems, the number of particles
may reach 200 or more.

2. Particlelength: Thelength of the solution of the
problem to be solved is determined by the
optimization problemitself.

3. Therange of particles. the range of different
dimengonsisaso determined by theoptimization
problemitself.

4. v, Themaximum search speed of aparticle
determines the maximum displacement of the

particlein eachiteration. It isusually set to the
range width of particles.

5. Learningfactor: ¢, and ¢, areusually set to 2.
Intheexigting literature records, generdly ¢, is

equd to c,, anditsrange of variationisbetween
Oand 4.

6. Termination Conditions Determined by specific
problems, when the maximum number of
iterations or aconstraint conditionisachieved,
the algorithmsearchends.

In addition, the parameter improvement of particle
swarm optimizationis mainly to innovate the velocity
iteration formulainthe algorithm, which mainly includes
three aspects: the adjustment of inertia weight, the
adjustment of learning factor and theadjustment of other
parametersinthevelocity iteration formula.
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2.2 Implementation Steps

Theimplementation sepsof particleswarmoptimization
areasfollows.

Partidle svarmoptimizationfirgtly randomly initidizes
the particle swarmin search space and velocity space,
thet is, to determinetheinitia positionand velocity of
theparticle. Assuming thesize of theinitial populationis
N, theposition and velocity of thefirst particleintheD-
dimensional search space can be expressed asfollows:

X; = [xilax12>""xiD] @

Vi= [vilrviza""viD] @

By evaluating the fitness of particles, the optimal
fitness positions of each particle (pbest) at k-timeand
the best fitness positions experienced by al particlesin
the population (gbest) are determined, marked as R

and Py
E’ :[pil>pi2>“'>piD] (3)

Ty :[pglang"“’pgDJ @
istheobjectivefunction, the optimum postion of particle
s

[ pigyi= 1 Sk 1)z (k)
Pilie) Xi(ks1) - i= S 'f(xi(k + 1))< f(Pi(k))
Theglobal optimum position of al the particlesin
the populationis:
[P0y (0] 3
Pe ) 1(p, )= min(r (R (6) PR By (k) ©)
Ineachiteration of particle swarmoptimization, the
particle updatesits speed and position by tracking pbest
and gbest. The specific updating formulasare asfollows:

I/i,j(k+l):a)Vi,j(k)J"Clrllg',j(k)_Xi,j(k)J @)
vl (0%, k)]

Xk +1)=X; +V(k+1)i=12,+,N,
j=12-,D )
Informula(7) and formula(8), « isinertiaweight
factor, ¢, and c, are positive acceleration constants

which usually between0 and 2, r, and r, arerandom
numbers between 0 and 1. In addition, by setting the
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velocity range [~ Vi Vinax | @A POSition range [Xin » Xmx |
of particles, the movement of particles can be
appropriately restricted.

GREY PREDICTION M ODEL

In 1979, Professor Deng Julong, a Chinese scholar,
opened the prelude of the study of grey system theory
with apaper entitled “Minimuminformation stabilization
of systems with incomplete parameters’. In 1982,
Professor Deng published thefirst paper ongrey system
theory “The Control Problemsof Grey Systems’ inthe
magazine “ Systems and Control” of the Northern
Netherlands Publishing Company, and published a paper
entitled “ Grey Control System” inthe Journal Journal of
Central China Institute of Technology, marking the
establishment of grey system theory sincethen. Since
then, many scholars at home and abroad have donea
lot of research on Grey Theory and its practical
application, with fruitful results. Inadditionto alarge
number of high-level academic papers, theintegration
of grey systemtheory and other disciplines has formed
a series of new branches of disciplines, such as grey
breeding, grey medicine, grey geology and so on. So
far, the application of grey system theory has been
extended to many fields, such asindustry, agriculture,
energy, trangportation, geology, ecology, environment,
meteorology, education, medicine, law, sports, military,
economic, financia, management and so on. After more
than 30 years of development, grey system theory has
formed arelatively perfect theoretical system. Based on
Grey dgebraic sysem, grey equation and grey matrix,
thewholeset of theory formsan analysisand evaluation
model system based on grey correlation space, grey
clustering and grey statistical evaluation. Based onthe
five-step method (analyzing and sorting out the original
data, weakening theimpact disturbance systemthrough
grey sequence generation and operator, mining the
potential law of the system, transforming difference
equation and differential equation, establishing dynamic
differential equation with original data), the method
system is based on sequence grey prediction,
catastrophic grey prediction, intervad grey predictionand
topological grey prediction. Prediction system based on
grey prediction of measurement and system; decision
model system marked by grey target decision, grey
relational decision, clustering decision and grey
hierarchicd decision; grey combination model system

characterized by multi-method integration and innovation,
and optimization modd sysemwithgrey programming,
grey game, Grey Input-output and grey control asits
theme; system analysis and evaluation Estimation,
modeling, prediction, decison-making, control and
optimization arethemain technica systems.

Inthe research of grey systemtheory, all kinds of
systemsaredivided into white, black and grey systems.
“White’ meansthat theinformation iscompletdy known,
“black” means that the information is completely
unknown, “gray” meansthat theinformationis partly
known, partly unknown, or incomplete. Inred life, there
areadwaysincomplete informationin varioussystemsin
the fields of economy, energy and so on. Common
information such asparameter, structureand rdaionship
isincomplete. Such sysemsbelongto grey system. The
research of grey systemisto extract thevauable part of
theknowninformation, and then formthe recognition of
the system’ soperationlaw.

Therearesix basic principles of grey sysemtheory,
namely, the principle of difference information, the
principle of uncertainty of solution, the principle of
cognitive basis, the principle of minimuminformation,
the principleof new informetion priority and the principle
of greyimmortality. Specific explanationsareasfollows:
the principle of difference information indicates that
differenceisinformation, and there must bedifferencein
all information; the principle of uncertainty of solution
indicatesthat the problem hasnon-unique characteristics
duetoincompleteinformetion, whichisthebasic principle
of grey system theory to solve practical problems; the
principle of cognitive basisreflectsthat informationis
the basis of cognition; the principle of minimum
information, because of grey system theory. Small
samplesand poor information of the system have the
characteristics of uncertainty, so the solution of grey
systemtheory is based on making full use of the least
knowninformetion. Thenew informetion priority principle
shows that the new information has better guiding
sgnificance for the cognition of thingsand the change of
futuredevelopment than the old information. Therefore,
inthe practical application process, researchersoften
provide new informetion. Given moreweight, thismethod
can achieve better results in grey modeling, grey
prediction and grey evaluation. The principle of grey
immortality shows that “incomplete information” is
absolute and completeinformationisrelative.
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Grey forecasting isaquantitative forecasting based
on GM(1,1) model. According to its functions and
characteristics, it can be divided into sequence
forecasting, waveformforecasting, interva forecasting,
catastrophe forecasting and system forecasting. Grey
predictionisanimportant part of grey system theory.
GM(1,1) model isthe core content of grey prediction
modd. Themode isgenerated by accumulating higtorica
data series. Because the accumulated sequence has
exponentia growth law, combined with the solution of
first-order differentia equation hasthe characteristic of
exponentia growth, the model parametersare solved
by least square method, and thehomogeneousindex is
established for theaccumulated generated sequence. The
modd isfitted by number, and thetarget valueisobtained
by cumulative reduction. For power load system, the
gtuation of power supply units, power grid capecity and
so onisknown, but other factorsaffectingtheload, such
asweather conditions, regional economic activitiesand
S0 on, aredifficult to know accurately. Therefore, power
load can be defined as a grey system, and the use
conditionsof GM(1,1) model for power load forecasting
can be defined.

3.1 Modeling process

The specific modeling process of grey prediction model
isasfollows.

Theorigina dataof dectricity loadin previousyears
ae

L0) _ [x(o)(1),x(°)(2),~ . .,x(O)(n)J 9)
L et one accumulated generating operation (1-AGO)
of Sequencesbe:

L= lx(l)(l),x(l)(2),- . -,x(l)(n)J

k
Amongit: xV(k)= Zx(o)(i)

i=1

(10)

Because of the exponentia growth of sequence x@,

we consider that sequence 0 satisfiesthefirst order

linear differentia equationwith exponential growthasits
generd solution:
)
&0,
dr
The differential term in discrete form can be

(11)
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expressed as x%(k +1). x¥ takestheaveragevauesat
kand k+1:

= %[x(l)(k)+ O 1)

So theequationistransformed to:
x(O)(k+1)+%a[x(l)(k+1)+x(1)(k)]:u (13)

The aboveresultsarewrittenin matrix form asfollows:

(12)

B %[x(l)(l)-i— x(l)(Z)] 1]

x(o)(Z)
) —%[x(l)(l)+x(l)(2)] 1@
: ;|\ (14)

x(o)(S)

x(‘))(n) - %[x(l) 1)+ x(l)(z)] 1

By solving the equation, we can

get:(B7B) B, - m . By taking the parametersback to
theorigina equation, we can get:
SO0+ 1)=1— ] xO0) - L |73 (k =1.2.-N) (15
p (15)

3.2 Parameter Significance

The development coefficient a and grey action u in
GM(1,1) model respectively reflect the development
trend of the accumulative generated sequence and the
fitting value of the origina sequenceand therelationship
between thedata changesinthebackground vadue. Grey
action u is used to distinguish general input-output
modelling from grey modelling. It isalso animportant
symbol to distinguish grey box viewpoint from grey
system viewpoint. The GM(1,1) model can be
established after the variablesa and u are determined,
and the scope of application of themodd isdetermined.
It has been proved by literature that when the

development coefficient |a> 2, the GM(1,1) model is
meaningless. The smoother the original data changes,
thesmaller thedevelopment coefficient |a|, and the higher

theprediction accuracy of the corresponding GM(1,1)
model. Theapplicability of GM(1,1) model varieswith

therangeof valueof |4 . It can be summerized asfollows:
1. When _a<0.3, GM(1,1) model issuitable for
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medium and long term prediction,

2. When _3<-a<05, GM(1,1) model is not
suitable for mediumand long term prediction,

3. When o5<-a<0.8,GM(1,1) mode should aso
be used cautioudy for short-term prediction,

4. When 98<-a<1, resdual correctionGM(1,1)
model should be adopted,

5. When _a>1, GM(1,1) model was no longer
suitablefor use.

A large number of examples show that GM(1,1)
model can better fit the exponential growth curve, and
can achieve higher prediction accuracy in power load
forecagting. However, when the dataismore discrete,
that is, thegreater the gray level of data, the prediction
accuracy will begrestly reduced.

ESTABLISHMENT OF GREY MODEL FOR
DYNAMIC PARTICLE SWARM
OPTIMIZATION

Over theyears, scholarshave donealot of research on
Optimization and improvement of grey prediction mode!,
but therearetill somedefectsand improvement spacein
grey prediction model. When the traditional grey
forecastingmodel GM(1,1) isused to predict the fast-
growing load, theforecasting accuracy will be deviated.
Thereasonfor the sharp decreaseof prediction accuracy
isthat thebackground valueissimply defined astheform
of formula(12) inthe processof solving. Inorder to avoid
errorscaused by ingppropriate background vaues, it is
particularly important to use appropriate methodsto find
the appropriateavalue. Formula(14) and formula(15)
show that thereisahigh degree of non-linear relationship
between aand error. It isdifficult to solve the optimal
vaueaby traditional optimization methods. Therefore,
this paper uses particle swarm optimization to solve
GM(1,1) modd, and congtructsagrey prediction model
based on particle swarmoptimization.

4.1 Implementation Steps

The dgorithmof the model isdescribed asfollows:
Step 1: Initialize particles: Randomly generate N
particles, set theinitid position and velocity of particles.

Y, =[a,u,Ji=12,---,N) (16)

V. = [Vil,vizki = 1,2,"',N)

1

(17)

Step 2: Calculate the fitness of each particle:
Substitute & into formula (12) to get x@, and then

subgtituteitsvalueinto formula(14) and formula(15) to
get thefitting value of the original dataof the particle.

2

Set the sum of squares of errors > (- xk) as
k=1

the objectivefunction to calculatethefitnessvaue.
2

15) =2 [0

x9(k) and X9 (k') arethek-th actual and predicted
values of the load respectively.

Sep 3: Useformula(7) and formula(8) to determine
the new position and velocity of each particle. If the
particlefitnessis better than the corresponding fitness of
pbest, set it to the new pbest. If the particle fitnessis
better than the corresponding fitness of ghes, set it to
gbest. Assuming that the number of iterationsisgreater
than the maximum number of iterationsor the objective
function achievesthe set ideal threshold, the iteration
process ends and thefina gbest and pbest are output to
get thevalueof a.

(18)

4.2 Parameter Setting
In addition, the optimized parametersareasfollows.

1. D: Thenumber of particlesinthe populationis
set to 40.

2. X: Theposdtion of each particleisinitidized by
the program according to the difference between
the upper and lower bounds of the function.

3. V: Themaximumvelocity isset at 15% of the
range of change per dimension. In additionto
therandomly generated rangeof r, and r, inthe

velocity formula, therandomvariable r; inthe
rangeof (0,1) isintroduced. When the search
gagnation speed of PSO dgorithmtendsto zero,
r; Can regain acertain speed of particlesand
continueto search.

4. w: inertiaweight: Because the inertiaweight
affectsthe optimization effect of the algorithm,
thelarger theinertiaweght, the better the global
optimization; on the contrary, the smaller the
inertiaweight, the better thelocal optimization.
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Therefore, alinear descending method isused
to st theinertiaweight, which can givefull play
to the global search ability of the algorithm,
convergeto acertain region quickly, and then
obtain ahigher precision solutionthrough local
precise search.

5. ¢, learningfactor, take ¢, = c, =1.49445.

6. Maxlter: Maximum number of iterations. After
many calculations, Maxlter is 1500.

APPLICATION CASEANALYSIS

Thispaper collectsthe historical load dataof adigtrict in
Beijing to test the forecasting effect of the grey power
load forecasting model based on particle swarm
optimization. All the data are collected from the
digpatching and marketing department of Beijing Nationa
Grid Corporation. Beijing National Grid Power
Company isaprovincial power unit, whichisresponsble
for the construction and operation of Beijing Electric
Grid. Beddesproviding safe and reliable power supply
for customers in the area under its jurisdiction, the
company also undertakes the important mission of
ensuring the reliable use of electricity by the central
authoritiesand variouspolitical, economic and cultural
activitiesinthecapitd. By theend of 2012, the company
had supplied power to 16 districtsin Beijing, covering a
total areaof 16 410 squarekilometers, providing power
security to 20.693 million permanent residents. The
capacity of power generation equipment in Beljing area
is 7.3419 million kW. Including power generation
capacity of 508,800 kW self-contained power plant and
unified power generation capacity of 683,740,000 KW.
The power transmission line of Beljing power grid is
227.15 kilometers with a transformer capacity of
3286,000 kilovolt-amperes. 419 substationsand 1029
transformers with a total transformer capacity of
94324.4 MVA are operating in Beijing. Including 9 500
kV substations, 26 transformers, thetota transformer
capacity reached 25 206 MVA; 220 kV substations 70,
181 transformers, transformer capacity 31605 MVA.
Among them, thereare 62 subgtations, 158 transformers,
transformer capacity 30130 MVA; 8 user substations,
23 transformers, transformer capacity 1475 MVA; 340
110 kV substations, 822 transformers, transformer
capacity 37513.4 MVA. Among them, the company’s
286 substations, 704 transformers, transformer capacity
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33500.5 MVA; user substations 54, 118 transformers,
transformer capacity 4012.9 MVA. The company has
474 overhead lineswith atotal length of 6338.492 km,
including 6 500kV overhead lineswithalength of 223.06
km, 183 220kV overheed lineswith alength of 2648.132
km, 285 110kV overhead lineswith alength of 3467.3
km, 773 110 kV and abovelineswith atotal length of
1426.356 km, 109 220 kV cables with a length of
339.554 km and 664 110 kV cables with a length of
1086.802 km. Theload status of Beijing power gridisa
typical representative of theindustry inthewhole country.
Therefore, it isof practical significanceto select load
dataof Beijing power grid to test the model.

Inorder to correctly evaluate the accuracy of the
forecasting modd, three sets of historical load datain
recent three years are selected to smulate GM (1,1)
model and theimproved model proposedin this paper.
The original test data is shown in Table 1. The data
corresponding to thefirst saven year numbersin Table 1
will be used asthe original data sequence of thetest.
The data with the year number 8 is the load value
corresponding to k=8. This vaue will be used asthe
accurate value of the year to be predicted to evaluate
the accuracy of the predicted results. Thethree groups
of datainTable 1 grow inan approximate exponential
manner, and thegrowthtrendisshownin Figure 1.

Tab. 1 The power load data for testing

Number Loadl Load2 Load3
1 1.2637 1.2845 1.6408
2 1.3073 1.3522 2.1456
3 1.3125 1.4520 2.7413
4 1.3512 1.6703 3.4952
5 1.4521 1.8255 4.4522
6 1.5846 2.1075 5.3712
7 1.6254 2.3215 7.4561
8 1.7145 2.4763 9.4812

10
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8
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23
e .—.-4-=3==ﬁ::
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Fig. 1 Electricity consumption curves of certain regionsin 7
years

Load3
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In the actual test of the model, the number of
randomly generated particles N=500, the maximum
number of iterations is 300, the change of decreases
from1.2t00.2, ¢,=C,=2, and V,, iSset to 10% of
the range of change per dimension. The posterior
differenceratio, small error probability and therelative
error betweenthe predicted value and the actual value
of thetwo modelsare tested respectively. Among them,

the posterior difference ratio represents the ratio of
resdual varianceto historicd datavariance, thesmaller
the value, the better. The probability of small error is
defined asthe probability that the absolute value of each
residual and itsmean valueislessthan 0.6745 times of
theroot mean square of the varianceof historical data,
and thelarger thevaue, thebetter . Thetest resultsare
showninTable2 and Figure 2.

Tab. 2 Comparison of the simulation results with GM (1,1) model and PSOGM (1,1) model

Load Model The value Forecast annual Forecast value posterior Small error  Relative
ofa actual load value  of forecast year  errorratio  probability error
GM (1, 04736 1.7145 1.7287 0.009 1 0.221
Loadl PS(?‘gM 0.4803 17145 1.7132 0.007 1 0.178
GM (1,1) 0.4353 2.4763 24678 0.005 1 0.345
Load2 PS(?‘gM 0.4420 2.4763 2.4703 0.003 1 0.248
GM (1,1) 0.7102 9.4812 9.4722 0.008 1 0.562
Load3 PS(?‘gM 0.7464 0.4812 9.4801 0.004 1 0.102
SUMMARY
o6 Based onthetraditional GM(1,1) algorithmand aiming
L0 at the problemthat the prediction accuracy decreases
L% 0.4 whenthe power load forecasting dataincreasesrapidly,
203 thepartideswarmoptimization agorithmisused to solve
i R the parameters of GM(1,1) model instead of the
a4

0.1

(=]
T
.
EEE
B

GM (1,1)
PSO-GM (1,1)
GM (1,1)
PSO-GM (1,1)
GM (1,1)
PSO-GM (1,1)

Loadl Load2 Load3

Fig. 2 Theforecasting error comparison of three groups power
load

From the comparison of the prediction errors
betweenthedatain Table 2 and thosein Figure 2, it can
be seen that the advantages of GM(1,1) with PSO are
not obviouswhen theload increasesslowly (asshown
inthefirst columnin Figure 2), because the GM(1,1)
model itself has achieved agood prediction accuracy
for the datawith dower growth. For theload datawith
larger increment (asshownin column 3 of Figure 2), the
prediction accuracy of the new mode isbetter than that
of the pure GM(1,1) modd becauseof the participation
of particleswarm optimization.

traditional least squaresmethod. A new prediction model
isproposed, and the realization process of themoded is
discussed indetail. The simulation resultsof the model
aretested by the actual survey data of Beijing Power
Grid. The error analysis proves that the prediction
accuracy of the model is obvioudy improved when
forecasting the power load data with fast growth. In
theory, theaccuracy of thegrey model isimproved, the
adaptability of the modd isenhanced, and the gpplication
scope of GM(1,1) modd is extended. The model is
appliedin power load forecasting. It can achieve good
prediction results, and hascertain theoretical sgnificance
and application vaue.

With the prominence of energy shortage and the
further advancement of China'sgreen energy strategy,
the forecasting work providesimportant guidance for
the effective allocation of established resources. With
the increase of attention, more and more researchers
have devoted themselvesto the research of power load
forecagting. The current research on load forecasting
should be more redlistic and systematic, which poses



An application of grey model based on particle swarm optimization in power load forecasting

new challenges to our research ability. More load
forecasting problemsarewaiting for usto solve. There
isgtill roomfor further optimizationin thispaper. For
example, whether thereisagenerd datatransformation
method that can minimize the error of the prediction
model, whether there are some shortcomings of the
particle svarmoptimization dgorithmitsdf, whether it is
necessary to improvetheagorithm, can better improve
the prediction accuracy of themodel, and so on, these
aspects are the direction that we need to continue to
work on. Inaddition, the forecasting dataare replaced
by the same dimension, and the variablesA and u are
regarded asfunctionsof t, so theforecasting model can
be used for long-term load forecagting.

Withthefurther sudy of management sciencetheory
and theimprovement of human’s cognitiveability, more
advanced and complex research methodswill be used
to solvethe existing problems. The research of power
load forecasting technology will develop towardsmore
intelligent direction, and more accurate
forecasting technol ogy will guidethe efficient operation of the
power sector.
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