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ABSTRACT

Epidemics is the most severe public health issue now a days. To detect these epidemics accurately is one of the
crucial tasks in the field of healthcare. Many researchers are paying their attention towards the predictive analytics
of an epidemics. This paper presents an overview of proposed method for, how data analytics on electronic health
records (EHR) of patients along with geographical area can be used to predict outbreak of particular disease. This
paper also includes proposing an android application which notify people about an infectious disease within the
region.

Index Terms: Clinical data, data mining, epidemics, prediction, Weka.

1. INTRODUCTION

Epidemic is defined as the spread if the disease in particular area within certain amount of time. Having
efficient system to decline the percentage of mortality and morbidity is the crucial factor to consider in the
prediction of the epidemics. Prediction is the intersection of data collection, clustering, devices/systems
etc. Web searches and social media sources such as Twitter and Facebook have emerged as surrogate data
sources for monitoring and forecasting the rise of public health epidemics. [1]- [3]. Many researchers uses
data mining concept to predict lung cancer, heart attacks, breast cancer [4], etc. As Data Mining can catch
the intricate patterns about the patients genetical and clinical characteristics which plays an important role
for the predictions and to shows the possible outcomes.

Many diseases such as Dengue, Malaria, Swine Flu, etc. if been predicted prior could have saved lots of
lives and also due to the sudden increase in the number of patients the hospitals were not able to provide
adequate medicines. According to the statistics compiled by the Central Epidemic Command Centre (CECC)
for dengue outbreak, indigenous dengue cases were confirmed with acumulative total of 41,317 imported
and infrequent cases [5]. Hence, taking consideration into these points it is necessary to have efficient
prediction system.

We can acquire the data from electronic health records and use Hadoop concepts [6], [7] and data
mining algorithms to find the particular area affected the most and could notify the nearby people to take
preventive measures. In this paper, weelucidated the data mining and predictivemodelling for the epidemic
prediction in particular geographical area. We will acquire the sample data which consists certain attributes
like address and phone number of each patient, then applying data mining techniques we will form a cluster
of disease with specific region. If more number of patients have equivalent symptoms and belongs to same
area then we can predict that it might be the start of certain epidemic. Hence we can take preventive
measures by notifying the registered people before the disease gets plethoric.
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2. LITERATURE REVIEW

As collecting Electronic Health Records (EHR) is not a critical issue the major problem occurs while
converting the data into useful information. So taking this objective into consideration two main processes
are handled i.e. Data Extraction and Data Modelling.

[8] The power of the prediction with minimum relative risk of the mental health care data was evaluated.
Decision support system for predicting treatment of patients was done using data mining techniques. In
Data Extraction section the process of data extraction and necessary calculation are undertaken using CARLA
(Centerstone Assessment of Recovery Level –Adult).

The Information extracted from realistic social contact networks can be processed by using Map Reduce
concept. Initially large amount of data is divided into smaller chunks and grouped into clusters by mapper.
Further considering smart mobile data as input and by checking necessary constraints reducer generates
infected nodes [9].

Influenza related data collection is done with the help of web data which included web access logs, web
articles, network information and search engine query [10]. Further neural network methodology is
established in order to obtain relationship between influenza activities and query data thus detecting influenza
epidemics [11].

A system in [12] describes about how relevant information can be extracted from massive dataset of
twitter messages. Then algorithms like EARS (Early aberration reporting system) and Farrington can be
used for generating predictive outputs.

EHR without modelling is like information of what occurred in past rather than prediction of future. Thus
in our research paper we have elaborated methodologies used to detect and predict outbreak of epidemics.

3. PROPOSED SYSTEM

In existing system, earlier epidemic prediction systems were dependant on social data, internet search
volumes and social contact networks. This makes the system unreliable. Hence, we are proposing system

Figure 1: Architecture Diagram
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to predict epidemic using the clinical data. We will be designing a notification application which will give
the registered users information about the epidemics.

System architecture derives relationship between the components/modules. In this proposed system
there are different modules such as:

• Data gathering-Initially, we will collect the medical data, focusing on attributes like Patient ID,
address, phone number and symptoms.

• Data extraction - After collecting the necessary information we will extract the useful data i.e. the
attributes for specific disease, data discretization is required for applying classification techniques.

• Classification - We have to apply the classification algorithm on the useful data to match with test
cases. This classification can be done using data mining tools such as Weka, Knyme etc.

• Clustering – Using data mining tool, clustering algorithm, k-mean can be applied to form the clusters
for respective disease based on regions.

• Prediction - After clustering is performed we will predict the epidemic in particular area and generate
the necessary outcomes which helps society, hospitals to be prepared with preventive measures.

• Update –The existing data will be updated in the database.

• Notification system – The notification system will be used to give alerts to the registered user
regarding the density of the area affected. This system will be as follows:

A new user will have to register to the system to get the notifications. He/she can register by submitting
his mobile number and age. The location can be obtained by the GPS of that user. When the user enters a

Figure 2: User notification flow diagram
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region predicted as infected, he will soon get a notification describing the same. He can also check for other
areas which are infected or prone to infection. After the notification is received users will be given preventive
measures that should be undertaken depending on the disease of epidemic.

4. METHODS

4.1. Data Extraction

Data will be extracted from hospitals electronic health record (EHR) into a specialized layout in the data
warehouse or the repository for data mining applications. Data extracted for the analysis includes variables
like patients’ ID, gender, age, all the measured vital characteristics i.e. related to symptoms, history of
previous diagnosis, location, and region. This data will be stored in the form of comma separated values
files (CSV). The target variables are the attributes defining the symptoms of the disease we are about to
predict. These will form a training set. The target variables acquired will be validated for a particular
disease by clinical experts. These will form the predictor variables which will be used a test set. The
clinical experts will provide a range and systematic rating of each attributes of client symptoms.

4.2. Data Modelling

Classification allows us to use a set of pre-classified examples to create a model that can classify the
population of records at large. It is the most commonly applied data mining technique. The reason to use
classification is to predict the target class accurately for the data. Several classification algorithms like

Figure 3: Output produced by WEKA Tool
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Decision trees, Fuzzy logic, Bayesian network, K-Nearest Neighbor (KNN), neural networks, Support
vector machines, etc. can be used. These algorithms needs data to be operated on in a proper format so as
to distinguish the target variables from other variables. Hence after the initial data gathering and calculations,
it is better to convert data from .CSV to ARFF (Attribute-Relation File Format). A model is created from
this obtained data and optimal performance of that model is determined using models incorporated from
tools like WEKA (Waikato Environment for Knowledge Analysis), Rapid Miner, Knime (Konstanz
Information Miner), etc. Weka includes several machine learning algorithms for data mining tasks. Users
can use their own algorithm in the form of java code or use inbuilt algorithms to be applied on data sets.
Weka provides general purpose environment tools for data pre-processing, classification, clustering,
regression, association rules, visualization feature and selection. Weka has ARFF viewer which allows to
view and modify the data attributes Further this data can be fed to any of the algorithms. This generates a
detailed result along with summary of all the calculations. Another tool is Rapid Miner. It is a powerful
visual programming environment. It is a client/server model with latest version 7. To import the data we
have to use the read database option and have to create a SQL server connection. After the connection is
established assign the connection to the database link. After linking it with the database and selecting .CSV
file the output of the data will be displayed on the screen.

4.3. Model Evaluation

Model performance is determined using exhaustive cross validation methods. In this method the system
will learn by dividing the original sample into training set and test set. The k - folds cross validation method
is generally used where the data is partitioned into k equal subsamples. 1 test set and remaining k-1 as
training sets. Then the validation process is performed k times each time changing the test set. The model

Figure 4: Output produced by RapidMiner Tool
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is evaluated based on multiple performance metrics like relative errors, absolute errors, variance and standard
deviation of training set from test set, various graphs, etc. Based on these all the possible cases matching
test case will be obtained. These patients will be mapped based on their location into specific regional
clusters. Density of patients predicted as infected with a particular disease will be calculated in this regions.
If this density is beyond a calculated threshold value we can say that it might be an epidemic outbreak for
that region.

5. FUTURE SCOPE

In existing system it is found that data can be collected from trusted sources and encapsulated into clusters
by using various methodologies. In advancement to this auto clustering can be adapted by using advance
algorithms and tools. Weather reports can also be utilized to get prior knowledge about the relationship
between particular epidemic and its favorable climatic condition. Moreover in order to make people aware
in more effective way mobile applications can be built which can be used to notify people about outbreak
of epidemics as well as measures needed to be taken.

6. CONCLUSION

This paper mainly focuses on detection of epidemic disease propagation and altering the people by providing
notifications. Earlier attempts were made to extract data from social media, social contacts which was
unreliable, so this proposed system deals with the hospital data. This system may predict the accurate
results using clinical data and location of patient through GPS is used. Proposed systems will help people
to take preventive measures and also this will help the hospitals to take the prior action to prevent epidemics
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