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Video Anomaly Localization and
Detection using Markov-Modulated
Poisson Process (MMPP)

S. Giriprasad*, S. Mohan**, S. Gokul***

Abstract: In Intelligent video surveillance application, the challenging part is video anomaly localization and
detection for analyzing the anomaliesin the sequence of video frames captured by a camerafrom a crowded scene.
An anomaly can be detected by considering both the temporal and spatial contexts.In this paper, we propose a
Markov-M odul ated Poi sson Process (MM PP) model for anomaly detection and classification. In addition, adiscrete-
time model with the poison process comprise the superposition of normal behavior and the event behavior that may
increase or decreasethe number of counts observed. The event behavior is taken utilizing aMarkov chain model
inorder to capture theidea of event persistence.After the anamoly detection, the genetic algorithm has been utilized
in this paper to improve the classification accuracy. The efficiency of the proposed scheme on numerous video
surveillance with different types of datasets are determined and the comparison between the proposed system and
the existing work shows that the accuracy level isincreased in the proposed work.

Keywords: Video Surveillance, Markov-Modulated Poisson Process (MMPP), Markov Chain Model, anomaly
detection

1. INTRODUCTION

Video surveillance hasbeen apart of important attention in bothindustry and academia. Inrecent times, anomaly
detection for video surveillance hasincreased and alarge number of surveillance camerashave been installed due
to the reducing costs of video camerasand increasing demand to reducethe human effect of analyzing thelarge-
scaevideo datainindustry gpplication.Many sgnificant technologies have been established for intelligent survelllance,
such as pedestrian detection, object tracking gait analysis, privacy protection, vehicle template recognition, iris
recognition, face recognition, crowd counting and video summarization. Dueto thefeatureslike cost effectiveness
inthe computer vision gpplications, it adds advantagesto the cameratechnology and used to sequencethe video
framesautomaticaly like video surveillance.

Most detection approachesutilize motion featuressuch astexture information, imege gradient, spatia-temporal
volume or optica flow characteristics. Thesefeaturesconsent to examine compressed video anomaly detection
utilizing characteristicsof individuals[ 13]. Someworksin the analysisof anomaly detection usually assume that
individuals can beidentified and tracked in the video sequences. The inter-imagesinversely based on an optical
flow computed and entropy image by acluster method withahierarchicd optical flow estimation andthistechnique
hasavast computation load.

Inthispaper, the focusison problems, where we are given aset of nominal training video samples. Based on
these samplesit isessentia to definewhether or not atest video containsan anomaly.Consider the anomdiesinthe
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motion attributeswherethe outliersoccur in both usua and unusua patternsin different locations. These comprise
anomadiessuchasillegal U-turns, sudden movements and irregular patternsthat are dissmilar fromtheregular
video eventsinaparticular data set.

Wefocuson anomaliesthat haveanove hybrid model such asaMarkov-Modulated Poisson Process (MMPP)
mode [17] for anomaly detection and classfication using aneural network. Video surveillance abnormal event
deductionusing Genetic Algorithm(GA). The MMPPmode isconsdered asabasic component inpattern recognition,
sgna processing, gesture and speech recognition, aswell as applicationsfor video survelllanceanomaly detection.

Markov-M odulated Poisson Process(MM PP) model isdesigned to better handle numerousof the shortcomings
not addressed in present classification systems. The motivation of thisresearch isto provide away of better
detecting video surveillance anomaly for classification of the person’s movement. This classficationwill be based
onthe neural network observationsbeing linked and event retrieval using genetic algorithm. The goal of this
research isto develop amorerobust classification system than present standard MM PP and to speed up the
anomaly search process, increasethe video anomaly detection accuracy and identify anew mode by looking at the
links between video objectsfrom the classification system.

Therest of the paper asfollows: Section 2 summarizestherelated work for video survelllance anomaly detection.
In section 3, summarizesthe problem statement about the anomaly detection and working processof Markov-
Modulated Poisson Process (MM PP). | n section 4 showsthe simulation results and performance evaluation of the
proposed work and Section 5 concludesthis paper.

2. RELATEDWORKS

A specid sort of Intruson Detection Systems (I DSs), called Anomaly Detection Systems, develop models based
on normal network or system behavior, with the aim of detecting both known and unknown attacks[1] [11].
Anomaly detection sysemsface numerousissues, including, the ability to work in online mode, highrate of fase
alarm and scalability. A model- free methodology is based on the approach of types and Sanov’stheorem and
model-based methodology for traffic modeling using a Markov modulated process [2]. Utilizing these
characterizations asamodel, sequentially monitorsthetraffic and apply large decision theory and deviations.
Severa outlier detectiontechniques have been advanced specificaly to certain gpplication fidds, whilefew methods
aremoregeneric [3] [12]. Someagpplication methods are being researched in strict confidentiality, for example,
research onterrorist activitiesand crime.

Machinelearning techniques assist the development of anomaly detection dgorithmsthat are non-parametric,
adaptive to changes in the appearances of typical behavior in the appropriate network, and portable across
applications. Anintrusion detection technique based anomaly detection is proposed which is an advancedand
accurate approach to protect datawarehouse at target systemswhile moving across the networks beside the
maliciousactivities[4].

The challenge of discovering littletarget invast picturesliesinthe description of thefoundation clutter. The
more homogeneousthe foundation, the morerecognizable an ordinary target will befromitsexperience. One
approachto homogenizethefoundation isto segment the pictureinto different areas, each of which isindependently
homogeneous, and after that to treat every areaindependently [5]. Thetarget isunspecified (it isan abnormdity),
and different ssgmentation methodologies are utilized, including an adaptive hierarchical tree-based scheme.

The Evidence Feed Forward Hidden Markov Mode provides observationto observation links, mathemetical
proofsof ther learning of these parametersto enhance thelikelihood of observations, sandard HMMsin classfication
of both measurement dataand visud action data, thusproviding that the strong basefor Evidence Feed Forward
HMMsin classification of numeroustypesof problems[6].

A mathematical framework to jointly model associated activitieswith both context information and motion for
anomaly detection and activity recognition. Thisismotivated from clarificationsthet activitiescorrelated intimeand
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spacerarely occursautonomoudy and can serve asaframework for each other. Thetempord and patid digtribution
of variousactivitiesgives useful cuesfor the gppreciating of these activities[7]. Thegenerated labelsand learned
model areused to detect anomalieswhose context patterns and motion deviate fromthelearned patterns.

The problem of detecting human behaviora anomaliesin crowded surveillance environmentsisaddressed in
thispaper.Inhuman behavior on the problem of detecting subtleanomaliesin abehaviordly heterogeneoussurveillance
scene employsanove unsupervised context-aware process and evaluate amethod of utilizing scene context and
social context to improve behavior analysis[8]. Inacrowded scene the application of Mutual I nformation based
socia context permitsthe ability to prevent self-justifying groups and propagation anomaliesinasocia network.

Numerousdangersinthispresent redlity can beidertified with action of individudson theweb. Theweb surveillance
method to prevent and predict attacksand to support in discovering suspectsfocused around datafromtheweb [9].
Instead of, the measure of informetion onthe web rapidly increasesand drawn out to monitor numerousstesandtime
consuming. A novel techniqueto consequently monitor patternsand discover anomdiesontheinternet.

A novel framework[10] is developed for video anomaly detection and automatic human activity modeling
without any manual labeling of thetraining dataset. The framework comprises of some key componentsand a
compact activity representation technique which isestablished based on astochastic sequence of spatiatempora
actions. A runtime accumulative anomaly measure is presented to detect abnormal activities. The natura grouping
of activitiesisexposed over anovel clustering algorithmwith unsupervised mode selection, whereasusual human
activitiesarepredicted.

3. PROPOSED METHOD
3.1. Heter ogeneous Face Descriptor (HFD)

A Markov-Modulated Poisson Process (MM PP) model based anomaly detectionisproviding asolutionto various
heterogeneousface recognition problems[16]. HFD started with sketch recognition utilizing to view sketchesand
hasproceeded into different modalitiessuchasnear infrared (NIR). I nthis section, the heterogeneousfacerecognition
processisdecribed asfollows:

InHFD frame extraction using basic patch descriptors such asEdge Orientation Hisogram (EOH) and M ultilayer
Histogramof Opticad How (MHOF) whichwill be used to partition theimageinto few partsof pixelsthen calculated
themotionenergy of every pixd. InMulti-scale Hisogram of Optica How, which sanctuariesmoretempora contextua
information after themotionfield isestimated. Quantizeevery pixd (x, y) intheMHOF[18] by usng eg. 1

round (mj mod p
211 r(x,y)<T

h(x,y) = . .
round (—pg(x’ y)jmod p+ pr(x, =T @)
211
wherer (X, y) isthemotion energy and 6(x, y) isthe direction of motion vector at (X, ).

For appearancefeature, Edge Orientation Histogram (EOH) is usedwhich filterstheimage using Sobelmasks
suchas[-1, 0, 1] and d[-1, 0, 1] which makesthe gradient imagein xand y direction. | mage patches containing
more noise or background pixels, so they need to remove for robustness contingent on the subsequent two criteria

Theforeground ratio can befound, by subtracting the background ratio using the following condition [ 18].
E(H):—le(i)Iog(H(i)),i ={1,...B} @)
i

where the background model isused to generatethe foreground mask.
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The Entropy of the MHOF, which consider astheintersection of different objects[18].

E(H) =-1>_ H(i)log(H (i))i ={1....B} ©)

WhereH isthefeature vector MHOF of every patch, Bisthefeature dimension.

In HFD make pre-determined homographiesfrom the camera simageto the XY, ZY and XZ. A projected
circle has two tangent points that describe the predictable camera center. These projections help asasimple
representation of an else complex 4D (ZYZand time) motion model. Fig. 1 showsaprojected circle onthexXY
plane, withradiusr, of anobject o with detail to the cameracenter c.

Here the g angular trandation of the circle center from ¢ and theangular trandation of thelower and upper
T
tangentscan be defined as & pper = ¢ —@and &, = 0 +aandwhered = arcs na , themotionmode of object,

parameterized by time

. r(t,x)
f.,o(t) = {0(t, 7) tarcsin——-2}
H:X\pxz,vz d(t, z)

4)

Wherer(t, ©) and 6(t, ) are the distance of the circle center from c andr(t, ) istheradiusof thecircle.

Y axis
“.._ Upper tangent A
/ / \
4 enter
d g a
\ R
c X axis

“Lower tangent
point

Figure 1: video projections

Congder ageometricd interpretation and ease computation of the positional uncertaintiesof aparticular gpriori
distribution. For theseresolutions, apply amethod that makesthe straight-line prediction paths. The positional
uncertainty, which allows dissimilarity fromthestraight-line path, is shown by growing the radiusof the circle
linearly completed time asit movesbesidethe straight line.

L&t oneof the object be C |, and be the successive positionsof C .. Subsetsof S formed from consecutive
elementsare utilized to predict the speed and direction of Co Thefirgt to k" element would be appropriateto the
first subset, the (n + 1)" to (k +n)™"element to the second and so on.

Formanewset S __, Consisting of the predicted velocitiesof Co

pred’
Spred :{XO!Xl""!Xn} ®)
Whereevery x =0, ... nisavector of direction and speed, histhe number of subsetsformed fromS_.. Every
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n
X isasdgned aweight w. and withall weights normalized so that Z @; =1 the probability of perceiving avelocity
i=0

v canbe predictable as:
_1(vj=%,j)

n 2 1 2 5?2
Prv)=> _ w[[-=—2" " 6)

j=1 272'0'1

Where| denotesthedirection and speed component and O'J-Z isthe corresponding bandwidth.

The self-assuranceinterval, v

min’

v__ that deliversadesired level of assurance pwhichisdenoted as

Vmax
p= j pr (v)dv @)
Vmin
Theregion of Cobj iscomputedusingthev . v__ interval.

A Minimum Enclosing Circle (MEC) is created to enclose the predicted object into which object is
moving.

€ op, He i thia ctaae- ot
abject

Figure 2: The predicted positions of CDbJ

Fig. 2 denotesthe next timeinstance, the region where the projected positions of Cobj lieisdelimited by the
curves of two concentric circles asdisplayed, with the four restricting corners of the region computed by the
maximum and minimum speed, and the maximum and minimum direction, givenbyv . .v__ . AMEC (red circles)

can then be created to encompass the predicted object into which the object ismoving.

3.2. Markov-M odulated Poisson Process (MM PP)
The framework of the proposed Markov-Modulated Poisson Process (MMPP) for DPG asshowninFig.3

Dynamic Patch Grouping (DPG): DPG used to adaptively cluster similar patchesand characterize every
group asmoation context utilizing the Heterogeneous Face Descriptor. DPG isonly needed to handlealess number
of units, thusis more effective. The DPG measured as alabeling procedure, inlabel ¢ €{1, ..., ¢} isassgnedto
each pixel. Let y. ={Y,.} .« beapartitioning vector withy = 1if i belongs to the K" segment and.y _= 0.
OtherwiseNormalized cut NCut is used for global optimizationin DPG asdefined in eq.8[ 18].
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Figure 3: Markov-M odulated Poisson Process (MM PP)

cut(A,B) N cut(A, B)

Now (A B) = assoc(AV) assoc(B,V) ®

Whereassoc(A, V) =2lieA, jev) isthetotal connectionfromthevertex set A, cut(A, B) =2ieA, jeBXVis
thecut value.

Theempirica output of Dynamic Patch Groupting (DPG) display that the grouping of video anomaly events
can be dgnificantly under different video phases of the sample sequencevideos. In view of such an observation,
this study proposes amodel whereby the intensity process of video anomaly event detection followsthe MM PP
and wherethe MMPP gateisdirected by ahomogeneous Markov chain. Consider that the samplevideo for the
anomaly detection iscontinuousexcept onfinite pointsin time, and theintensity of anomalousevents dependson
the gate of the person’sactions.

An MMPR, ¢(t) isthe passion process whose intensity Ax(t) varies according to ahomogenous Markov
process X(t) with transition function Pij(t) for thefinite state space X ={1, 2, ... I}. In other words, a Poisson
process ¢(t) iscaled MM PPif theconditiond distribution P(¢X) isequal to the distribution of a poission process
with theintensity function Ax(t) Particularly, the distribution of the MM PP can be denoted by

t
(I;LX(s)dS) ¢
P(¢(t)) = (m| X(t),t > 0) =OTGXP|:—J./1X(5)dS:| ©)

0

Where p denotesthevideo trangtionrate (i, )

W(i,j)={—z D12 (10)

“\(, j), otherwise

Wherei, ] € X Sincethe Markov chain hasafinite number of sates, the Poisson intensity rate takesdiscrete
values corresponding to each pixd. Theintensity of the MMPPis
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#(t)
—az 7o+ kit (11)
n-1
Wheret denotes martingalein avideo sequence and Ak t denotesthe occurrence of anomaly detection until
timet.

Invideo surveillance application, assume an anomaly isan event that arisesbriefly, rarely and randomly. An
anomaly causes achange in the video activity over the time period, and is detected in the N(t). N (t) isalso a
Poisson processrateis (t) whenthereisavideo anomalousevent at timet otherwise 0. Determination of rare or
random anomaly detection using atransition probability metrix M

laneventi soccringattimet
At) =

Ootherwise (12)
1-A A
MA:( A 1—AJ 3

Where }/ Ay isthe expected timeinterval between normal and abnormal events and }{Al isthe expected
length of the abnormal event.

3.3.ANN with Geneticalgorithm phase

A particular example, labeling i of atest or training dataset, theinput layer of theANN with Genetic algorithm
phaseusing Markov-M odulated Poisson Process (MM PP) anomaly detectedvideo framesreceivestheinput vector
T fromtraining dataset. Theinput vector T created using below equation

T =tationtiy (14
Heret, isthejthfeatureof ithingance of atest or training dataset. Tota number of input neuronsininput layer are
equd tototd feasturesof atest or training dataset for anomaly detection. Theoutput layer comprisestheoutput neurons.

Theinput-output conversonin every hidden neuronisaccomplished by a mathematical non linear activation
function. The method of activation functionis

Yi =[1+ eXp(—z:-\Lle,k*T,j —W)Tl (17)

Where b, denotesthe occurrence of anomay activation function.
The output neuronsobtain froman input using Equation 16
Z,=(Y,, Y2 Y, (18)

In genetic agorithm an archive of an ensemble of ANNsintermsof chromosomesof 1'sand 0'sasshownin
Fig.4. Ingeneticagorithm, 1 denotesincorporation of resultant ANN and O denotesabsence of resultant ANN in
theformation of an ensemble[14] [15]. Thisphaseisresponsblefor aggregating the predictionsof ANNs base
classfiersto get afind prediction of ensemble classfier archivethe non-dominated ANN solutions.One chromosome
of 1'sand O'sfromthearchiving ensembles. Based upon the values of chromosome, equivalent ANNspredictions
are combined to get afina prediction of theensemble. The accuratevideo anomaly detectionisobtained fromthe
final Geneticagorithmresults.
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Figure 4: ANN with Genetic algorithm phase

4. SIMULATION RESULTS

Thissection presentsthe experimenta results and discussion. Thesmulation model isimplemented asaMATLAB
application. It isused to performinsample datasetswhich containsthe both train and test data. Genetic algorithm
parameter valuesareshown as Table.1 and video compression ratio asshown as Table.2.

4.1. Experiment Settings

Tablel
Par ameter valuesof geneticalgorithm
Total number of video frames 50
Population size 400, 600, 800
Number of generations 400, 600, 2000, 3000
Mutation rate 01
Sensitivity coefficient 10
Variahility values 0.10,0.15,0.20,0.25
Table2
Compressonratio
File Sze (Bytes)
Input Frame 532 5274 5292 5319 5308 5283 528 519%6 5185 5200 5311 5343 5347 536 5313
Output Frame 4964 4959 4950 4978 4954 4941 4834 4871 4843 4900 4985 5001 494 5016 4932

Basically, trainthe agorithm on normal samples, then use theserulesto find anomalies. To characterizethe
samplesof normal or anomalies, thetypical function was

Hanomalies(x) = D(X,normal) = min{d(x, s) : se normal} (17)

Which meansthe closer avector xistoapoint s, thelessit isaanomdies sample.

Thedistancemeasure d(X, s) asexposed in equation 17 utilized to describethe test datawasthe n-dimensional
Euclideandigtance.

d(%,8) = (% =) + (X = $)% s+ (% — 1) (189)
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The anomaly accurate prediction using below equation

TP+TN
Accuracy = (19

TP+FN+TN+FP
Where TPisthe True Positive, TN isthe True Negatives, FPisthe False Postivesrate.

Theratio of framesthat areabnormal and utilized for the ANN and GA training are measured by the subsequent
equation

N
R N - Moy (20)
normal abnormal
WhereNisthe No. of frames, N

frames.

isthe number of abnormal framesand N The number of normal

abnormal normal

Theerror rateis measured asfollowing equation

ER = Nep + Ny 1)
Ntotal
WhereNistheNo of frames, N_is denotes number of false positive frame and N_ is denotesnumber of false

negativeframes.

Correctlyclassified
Totalclassified (22)

Classifier Accuracy =

4.2. Experimental Result

To compare the proposed MM PP approach with other methods, utilizing the same experimental setup and
demongtrate the comparison resultsin Fig.5. Each of theseisan anomalous activity detectionagorithmthat is
accomplished of dealing with noisy dataand low resolution. Fig.5 showsthat the accuracy for various anamoly
detection methods, where the proposed MM PP method is superior than the Hidden Markov Mode (HMM)
method and M AP-based method by using the evaluation of 50 video frames. These approachesextract activity
structuresmply by computing local action-gtatistics, but arerestricted by their cgpatility to captureactivity structure
only able to some fixed region. MM PP provided the best account, existence ableto resourcefully extract the

100
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Anomaly detection methods

Figure 5: Anomaly Detection rate
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adaptable length action subsequence of activity, constructing amore discriminating featureregion, and resulting in
theoretically better activity anomaly discovery and classification.

Fg.6illustratestheanomaly detection for various sate-of-the-art method true postive ratesand the proposed
approach. Theresults show that the MM PP score means better classification performance compared to HMM
and MAP method.

Fig. 7 showsthe dasgfication accuracy of different type of agorithm. The accuracy rate utilizing different kind
of video frames such asprototypical, tempora and spatia video frame. The proposed Machinelearning techniques,
likeArtificid Neural Networks (ANN) and Genetic Algorithm (GA), have shown outstanding resultsin solving the
lowering thefase positivesrate and accuracy concern on video anomaly detection systems. With the videostaken
inthisstudy, theArtificial Neural Networks(ANN) and Genetic Algorithm (GA) proved to have moreahilitiesin
refining accuracy and identifying anomaly fromthe presented video. They also show efficient capahility to classify
between normal and anomaly videos surveillance application. The predicted normal video frame and abnormal
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Fig. 8(a) normal video frame 8(b) abnormal video frame

video framesareshownin Fig.8 (a) and (b). Commonly happening anomdiesinclude small carts, skaters, bikers,
and personswalking crossways. It typicaly shownin Fig 8(b), the frame was showsthat thetruck wascoming.

5. CONCLUSION

Inthispaper, anew approach has been formulatedfor efficient video surveillance anomaly detectionand classfication.
The events are detected in the video sequence using Markov-Modulated Poisson Process(MMPP) model and
the detected anamolies are classfied using the neural network and anomaly event are accurately identified by usng
GeneticAlgorithm(GA). Theamulationresultsshow theability of the gpproach to detect video survelllance anomdies
inanefficent way by having thelowest error rateson the given samplevideos. The distance based techniques using
Euclidean distance show they are more stable and less sendtive. The proposed algorithm providesrobust and
better demondtration of data. It wasable select weighty attributeswhich leadsto progressthe detection accuracy
t0 90.5%. Thisresult digplayed that the MM PP isefficient and reliablein video surveillance anomaly detection.
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