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ABSTRACT 

In the last two decades, the rapid growth of the content based image retrieval has enormously increased 
the number of image collections available. The accumulation of these image collection including art 
works, satellite and medical imagery is attracting more and more users in various professional fields. 
The study of image retrieval, which is concerned with effectively and efficiently accessing desired 
images from large and varied image collections, has become more interesting and more challenging. 
Therefore selection of proper similarity measure is an essential consideration for a success of many 
histogram image retrieval systems. This paper proposed an Improved Integrated Histogram Bin 
Matching (IHBM) using smoothing projection called neighbor-bank projection which is efficient and 
effective than existing methods. In this, initially convert the image from RGB into HSV model and then 
calculate the Ordered Histogram values, which is in turn used in calculating the IHBM similarity 
measures. The experimental results clearly showed that the proposed Improved IHBM has significantly 
improved by the smoothing projection technique. 

Keywords: Ordinal histograms, Distance functions, Image Retrieval, IHBM, Similarity Measures, 
Histogram based Image Retrieval. 

 

1. INTRODUCTION 

  The use of images as a tool to communicate is hardly a new mean of 
communication in every day’s life.  However, there has been a rapid growth in the 
number, availability and usage of images in all walks of life. But this ocean of image 
information would be useless without the ability to manipulate, classify, archive and 
access them quickly and selectively. During the past two decades we have seen a rapid 
increase in the size of digital image collections. As the  computational power of both 
hardware and software  have increased, the ability to store more complex data types in 
databases, such as video, audio and images, has  been drastically improved. Large 
image databases are difficult to browse with traditional text searches. More effective 
techniques are needed with collections containing millions of images. This is more often 
referred to as Content Based Image Retrieval (CBIR) [1,16,17,18]. Content Based Image 
Retrieval relies on the characterization of primitive features such as color [3,4,5,15], 
shape[9] and texture[10,11] that can be automatically extracted from the images 
themselves. Queries to CBIR system are most often expressed as visual examples of the 
type of the image or image attributed being sought. For Example user may submit a 
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sketch, click on the texture pallet, or select a particular shape of interest. This system 
then identifies those stored images with a high degree of similarity to the requested 
feature.   

  To date, image and video storage and retrieval systems have typically relied on 
human supplied images to provide pattern recognition. The exiting distance 
functions[4,5,12,13,14,19] for large image and video archives are time consuming to 
retrieve. They necessitate that each image and video scene is analyzed manually by a 
domain expert so the contents can be described by their physical attributes. Along with 
the distance function the smoothing projections can retrieve the similar images very 
efficiently and effectively.  

  Currently the most widely used image search engine, the GOOGLE, provides its 
users with the textual annotation kind of implementation. With lacks of images added 
to the image database, not many images are annotated with proper description. So 
many relevant images go unmatched.  

  The most widely accepted content-based image retrieval techniques use the 
Quadratic Distance [3,4,5] and the Integrated Region Matching methods[13,14]. The 
Quadratic Distance method, though yields metric distance, is computationally 
expensive. The proposed Approach using an improved IHBM method which access the 
images effectively and efficiently than other existing methods.  We also provide an 
interface where the user can give a query image as an input. The distance is 
automatically extracted from the query image and is compared to the images in the 
database retrieving the matching images. 

 

2. RELATED WORK 

  This section presents some of the popularly existing histogram similarity 
measures [3,4,5], namely, Histogram Intersection (HI), Histogram Euclidean Distance 
(HED) and Histogram Quadratic Distance Measures (HQDM). 

 

2.1. Histogram Intersection (HI) 

  Histogram Intersection [4, 5] is for color image retrieval and to find known 
objects within images using color histograms, 

DHI (q,t) = ∑
−

=

1

0

tq |(i)h - (i)h|
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Where DHI (q,t) is the distance between query image q and target image t, and hq  and ht 
are the color histograms of query and the target images respectively and m is the 
number of bins of histogram.  
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2.2. Histogram Euclidean Distance (HED) 

The Euclidean distance [4, 5] is, as follows: given histograms hq   and ht 

DHED(q,t) = (hq – ht)T(hq – ht) = 
21

0
tq (i))h - (i)(h∑

−

=

M

i
 

DHED (q,t) is the distance between query image q and target image t, and hq and ht are 
the color histograms of query and the target images respectively, moreover, M is the 
number of bins of histogram.  

The Fig.1 shown below represents the Minkowski distance measures stated above. 

 
Fig 1. The Minkowski distance measures 

 

2.3. Histogram Quadratic Distance Measures (HQDM) 

  A Histogram Quadratic Distance Measure is used in IBM QBIC system for color 
histogram based image retrieval [3, 4, 5]. In [5], it is reported that quadratic distance 
metric between color histograms provides more desirable results than “like-bins” that 
are only comparisons between color histograms. The quadratic form distance between 
histograms hqand ht given by 

DHQDM (q,t) = (hq - ht)T A (hq - ht) 

  Where DHQDM (q,t)  is the distance between query image q and target image t, 
and hq  and ht are the color histograms of query and the target images respectively and 
A = [ai j ] and ai j denotes the similarity between image histograms with bins i and j. The 
Quadratic form metric is a true distance metric when ai j=aj i   and ai i =1. 

  The HQDM is computationally more expensive than the Minkowski form 
metrics since it computes the cross similarity between all histogram bins as shown in 
Fig.2. 
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Fig 2. The quadratic distance measure 

 

3. A NOVEL IMPROVED IHBM USING SMOOTHING PROJECTIONS 

  The proposed approach retrieves the images similar to the Quadratic distance 
measure by applying smoothing projection efficiently. 

The three main steps of the proposed method is given below 

1. Conversion of RGB space into HSV space for Quantization.  
2. Compute the inter-bin distances matrix   HISTd (Q, T) between all pairs of 

images using smoothing projections. 
3. Computation of similarity measure using the IHBM. 

 
3.1. HSV Color Space 

  The determination of the optimum color space is an open problem, certain color 
spaces have been found to be well suited for the content-based query-by-color. The 
proposed method used HSV (Hue, Saturation and Value) Color space [6], because it is 
natural and is approximately perceptually uniform.  

 

3.2. HSV Quantization 

  HSV Quantization gives 18 hues, 3 saturations, 3 values, and 4 gray levels, which 
results 166bins [5, 6] for each image. Then color histogram is computed for 166 bins, and 
then it is normalized. 

 

3.3. Computing distance matrix from Ordered Histograms  

This partmainly discusses the computing distance matrix from ordered 
histograms [2]. An ordered histogram or distribution histogram is one type of 



 

 

histogra
in a gray
are almo
color spe

In
each oth
strongly
dimensi
together
measure
properti
[2,7,8]. 

T
a subsp
subspac
are main
an origin
to N-1.  

Fig. 3. 

Then for

 

B
banks of

am where a
y-level hist
ost the sam
ectrum, the

n an order
her more s

y correlated
ions withou
r with IHB
e. A hypot
ies of the s

The Dimens
pace, called
e is possibl
nly projecte
nal histogra

N = 10 neig

r BK (i) the d

By construc
f cos 2 funct

adjacent his
togram the 
me type. So
e same char

ed histogra
strongly th
d, a feature
ut significa
BM distanc
thesis is m
samples ar

sionality of 
d the neig
le only with
ed on a set 
am p= (p0. .

ghbor-bank

discrete nei

cting a tran
tion, we get

stogram bin
neighbor d

o some diff
racteristics 

am the clo
han elemen
e vector sp
nt loss of i

ce function
made that 
re more ev

any histog
ghbor-bank
h a set of d
of cos2 fun

. . pL-1 )T . N

ks of cos2 an
si

ighbor-ban

nsformatio
t the follow

ns contain a
dimensions
ferent natu
are present

sely situate
nts which a
pace can b
information

n induces a
using a s

ident and 

gram is mai
k subspace 
discrete sam
nctions as sh

N be the num

nd triangle 
ize L = 50 

nks of cos 2 f

 

n matrix f
wing matrix

all related i
s represent
ural smooth
t.  

ed element
are further
e projected

n. This kind
a Novel Im
smoothing 
the similar

inly reduce
metric. F

mpled cos2 f
hown in Fi
mber of ban

functions f

function can

from the a
 

information
pixel inten

h distributi

ts correlate
r apart i.e. 
d to a sma
d of smoot

mproved IH
projection,

rity measu

ed by a line
Forming a 
functions. T
ig 3. Let L b
nks indexed

 
for discrete 

n be constr

above valu

n. For exam
nsity values

ons, such a

e or relate 
which are

aller numbe
thing projec
HBM simil
, the statis

ure is impro

ear projectio
neighbor-b

The Histogr
be the leng
d with k fro

histograms

ucted as 

ues of neig

330

 

mple, 
s that 
as in 

with 
e not 
er of 
ction 
larity 
stical 
oved 

on to 
bank 
rams 

gth of 
om 0 

s of 

ghbor 



 

 

 

The proj

 

Where r

  T
the abov
the Quer

 

3.4. Inte

IHB
measure
consists 
problem

F
consider
matched
histogra
measure
with we

 

4. EXPE

  T
Euclidea
applied 
based on
tables. R
also eva

  T
Fig. 4 a
consider

jection can 

r is the proje

The distance
ve values of
ry image an

egrated Hist

BM (Integra
e to compa

of modeli
m [12,13,14].

For matchin
red first. If
d otherwis
am bins are
e is comput
eights deter

ERIMENTA

The propose
an Distance
on the follo
n the Precis
Recall meas
aluated for a

The Query i
and 5 resp
red. 

be perform

ection. 

e between a
f neighbor 
nd target im

togram Bin

ated Histo
are the col
ing the com
. 

ng histogra
f the bins a
e a partia

e matched c
ted as a we
rmined by t

AL RESUL

ed an Impr
e (HED) an
owing red r
sion rate of
sure that in
all the imag

image and 
ectively fo

med by matr

 

a bin pair, H
banks of co

mages 

n Matching 

ogram Bin 
lor feature 
mparison o

am bins of 
are of the 

al match o
completely

eighted sum
the matchin

LTS &ANA

roved IHBM
nd Histogra
rose flower
f all the fou
ndicates the
ges conside

retrieved re
or HI,HED,

 

rix multipli

HISTd (Qi, 
os 2 function

(IHBM) 

Matching)
of quantiz

of color-qu

two image
same size 

occurs. This
y. After mat
m of the sim
ng scheme. 

ALYSIS 

M and His
am Quadra
r image. Th

ur methods 
e proportio
ered, on all t

elevant ima
,HQDM,IH

ication as 

Tj) is the tr
n computed

)[12], is a
zed images

uantized im

es, the clos
then the t

s process 
tching histo

milarity betw
 

togram Int
atic Distanc

he retrieval 
considered

on of the re
the four me

ages of red 
HBM and Im

ransformati
d  a priori, 

 novel me
s. The mai

mages as a 

sest histogr
two most s
is repeated
ogram bins
ween histo

tersection (
ce Measure
effectivene

d and they 
elevant ima
ethods.  

rose image
mproved I

ion matrix f
independe

etric Simil
in idea of 
Transporta

ram bin pa
similar bins
d until all
s, the simil

ogram bin p

HI), Histog
es (HQDM
ess is measu
are listed in

ages returne

es are show
IHBM meth

331

 

from 
ent of 

larity 
this, 

ation 

air is 
s are 
l the 
larity 
pairs, 

gram 
) are 
ured, 
n the 
ed is 

wn in 
hods 



 

 

332

 

 
Fig 4. The results of the query image and retrieved relevant images of HI, HED, HQDM 

and IHBM methods for the image Red rose 

 

 
Fig 5. The results of the query image and retrieved relevant images of Improved IHBM 

using Smoothing Projections 

 

Table-1: Precision for TOP 5, 10 and 20 images 

 

 

 

 

 

 

Red 
rose  

HI HED HQDM IHBM Improved 
IHBM 

TOP 5 5 4 5 5 5 

TOP 10 10 9 10 10 10 

TOP 20 18 15 18 19 20 
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