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ABSTRACT

The main objective of this paper is to produce an summary of the most important techniques that are proposed for
enhancement of noisy speech. This paper also proposes a technique for enhancement of noisy speech. The projected
technique is motivated as an effort to reduce the constraints of typical spectral subtraction technique for enhancement
of noisy speech. The proposed technique involves 3 steps. in the beginning speech and non-speech regions are
detected from the degraded speech signal. Within the second step, for every speech region, noise elements are
estimated from the preceding noise regions and are subtracted by standard spectral subtraction technique. in the
third step, speech components are increased further from the spectral subtracted speech signal for reducing the
musical noise, which is the object of spectral subtraction technique. The processed speech signals from the proposed
technique appear to be higher perceptually compared thereto of the spectral subtraction technique.
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1. INTRODUCTION

Various speech processing systems have found their way in our everyday life through their dramatic use in
voice communication, speech and speaker recognition, aid for the hearing impaired and numerous other
applications. In many situations of practical interests, the speech signal gets corrupted by one or more of
the following: additive background noise, reverberation and speech from other speakers [1]. These
degradations will lower the quality and intelligibility of speech message. The speech enhancement methods
aim to improve the quality and intelligibility of degraded speech. The processed speech signals should be
more comfort for listening and also should give better performance in tasks like automatic speech and
speaker recognition [2]. The additive background noise is random in nature and also uncorrelated with
speech. In case of reverberation, reflections of speech from various objects will be mixed with the speech
in a convoluted fashion. Thus degradation in case of reverberation is signal dependent, where as, it is
independent in case of additive background noise. Speech from other speakers may also get mixed with
desired speaker’s speech in an additive fashion. Since the characteristics of degradation are different in
each case, degraded speech may need to be processed in different ways. In the present work we focus on
speech degraded predominantly by additive background noise. Speech degraded by such degradation is
termed as noisy speech and hence in this work, unless specified, degraded speech refers to noisy speech.

Additive background noise is uncorrelated with the speech signal and present in various environment
scenarios like offices, cars, city streets, fans, factory environments, helicopters etc. In case of additive
background noise the assumptions made for developing enhancement methods are, (i) speech and noise
signals are uncorrelated at least over a short-time basis, (ii) noise is either stationary or slowly varying over
several frames of speech, and (iii) noise can be represented as zero mean random process [3]. The degradation
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level of additive background noise is normally specified by the measure called Signal to Noise Ratio
(SNR) and is defined as the ratio of signal energy to noise energy.

Speech corrupted by additive background noise is termed as noisy speech [4]. Speech enhancement
schemes currently available in the literature to enhance noisy speech can be divided into single channel and
multi-channel methods, depending on whether the noisy speech from the environment is collected over
single or multiple channels. In most common scenario like mobile communication, hearing aids etc. usually
a second channel may not be available. Therefore, single channel systems mostly make use of different
statistics of speech and unwanted noise. The performance of these methods are limited in presence of non-
stationary noise as most of the methods make an assumption that noise is stationary. Multiple channel
speech enhancement technique take advantage of availability of multiple signal input to the system, making
possible the use of noise references for enhancement.

This paper explains some of the major methods proposed in the literature for processing noisy speech
for enhancement. The work also proposes a speech enhancement method for processing noisy speech. The
rest of the paper is organized as follows: Section 2 briefly reviews various noisy speech enhancement
methods proposed in the literature. In section 3 proposed method for noisy speech enhancement is explained
and finally summary of the present work and scope for future work are given in section 4.

2. ENHANCEMENT OF NOISY SPEECH

A noisy speech signal can be modeled as the sum of clean speech and additive background noise.

y(n) = s(n) + d(n) (1)

where, y(n), s(n) and d(n) denote frames of noisy speech, clean speech and additive background noise,
respectively.

Spectral subtraction [3] is a popular frequency domain method to reduce the effect of additive uncorrelated
noise in a signal. Spectral subtraction carries out noise reduction by subtracting an estimate of noise spectrum
from the noisy speech signal. The noise estimation is obtained from the segments where speech is absent,
typically, few 100 ms from the beginning of speech signal, under the assumption that the statistics of noise
do not rapidly vary with time. The major drawback of this approach is that it introduces noise with annoying
noticeable tonal characteristics referred as musical noise due to short spurious bursts of isolated frequency
components that appear randomly across enhanced speech spectrum [5]. Also, the performance degrades
severally in case of correlated noise like colored noise and also non-stationary environments. Several
modifications have been proposed in the literature on the spectral subtraction method to reduce the effect
of musical noise.

Boll [3] proposed few modifications such as magnitude averaging, half wave rectification, residual
noise reduction and additional signal attenuation during non-speech activity to reduce the effect of musical
noise. Berouti et al [6] suggested a method to reduce the musical noise by subtracting an overestimate of
the noise power spectrum from the speech power spectrum to minimize the appearance of negative values
that generate spectral spikes, and spectral floor to reduce the spectral excursions, however over subtraction
was done at the expense of introducing speech distortion. In [7] several supplementary schemes such as
spectral smoothing and formant filtering are proposed to improve the performance of the spectral subtraction.
In [5] a method is proposed to reduce the musical noise in silence and unvoiced region by dividing each
silence and unvoiced frame of spectral subtracted speech into several sub-frames and randomizing the
phases of each sub-frame over a uniform interval. Virag [8] proposed a technique based on the masking
properties of the human auditory system on the assumption that additive noise is inaudible to the human ear
as long as it falls below some masking threshold. In this method enhancement is achieved in two stages, in
the first stage conventional spectral subtraction is performed to get an estimate of the masking threshold
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and in second stage noise masking threshold is used to adjust the over subtraction factor and spectral floor
parameter proposed in [6]. In [9] a method is proposed by using masking property and wavelet transform
based on critical band decomposition which converts a noisy signal into wavelet coefficients and enhancement
is achieved by subtracting the threshold from the noisy wavelet coefficients. The threshold is estimated
from the noise masking threshold and segmental SNR. The performance of these methods is largely dependent
on accurate estimation of masking threshold in noise. A parametric formulation of the generalized spectral
subtraction method is proposed in [10] to improve the noise suppression performance of the spectral
subtraction method, in which two short time spectral amplitude estimators of the speech signal are derived
and optimized by minimizing the mean square error between the original spectrum and the parametric
spectrum.

Ephraim and Malah [11, 12] proposed a gain function based MMSE STSA estimator based on priori
and posteriori SNRs. This estimator is derived based on the assumption that speech and noise may be
modelled as independent, zero-mean Gaussian random variables. Cappe [13] suggested a method to eliminate
the musical noise of MMSE STSA estimator by incorporating the nonlinear smoothing procedure to estimate
the priori SNR when the SNR is low. The enhancement results of these methods mainly depend on estimation
of priori SNR. Some of priori SNR estimation techniques [14-16] are also proposed to improve the
performance of these algorithms.

Another particular class of noisy speech enhancement methods is the signal subspace approach [17].
The main principle of this approach is each vector of noisy speech is composed of a signal plus noise
subspace or simply signal subspace and the noise subspace. The noise subspace contains signal from noise
only. Enhancement is achieved by removing the noise subspace and estimating the enhanced signal from
the remaining signal subspace. The decomposition of the noisy signal into a signal subspace and a noise
subspace can be done using the singular value decomposition (SVD) [18], the Eigen value decomposition
(EVD) [19] or Karhuen-Loeve transform (KLT) [20]. The performance of the signal subspace method is
further improved by using signal/ KLT approach proposed in [21]. In this method a different enhancement
method is used for frames with different segmental SNR. The noisy speech frame is classified into speech
dominated frame and noise dominated frames. The signal KLT matrix is used for speech dominated frame
and a noise KLT matrix is used for noise dominated frames. In [22] the authors have proposed a subspace
method by using the masking properties of human ear. The perceptual based Eigen filter is designed by
using the frequency to Eigen domain transformation (FET) to reduce the residual noise effect. A difficult
task for these methods is to accurately determine the dimension of the subspaces in the presence of non-
stationary noise. The main drawback of signal subspace approach is it requires lot of computational load.

Most of the studies on the speech enhancement discussed above focus on enhancement based on
suppression of noise. These methods disturb the spectral balance in speech, resulting in unpleasant distortions
in the enhanced speech. In [23] Yegnanarayana et al. proposed an enhancement method by exploiting the
characteristics of source signal such as Linear Prediction (LP) residual. The basic idea is to derive a weight
function from the residual signal, which will reduce the energy in the low SNR regions relative to the high
SNR regions of the LP residual of noisy signal. The residual signal samples are multiplied with the weight
function and the weighted LP residual is used to excite the time varying all pole filter derived from the
noisy speech to generate the enhanced speech. The advantage of this method is that no explicit knowledge
of noise characteristics is required. Since there is no direct spectral manipulation is involved, this method
does not produce the type of distortions which the spectral subtraction produces. The perceptual quality of
this method may be further improved by a better estimation of vocal tract characteristics.

Some of multi-channel based enhancement methods are also proposed for processing noisy speech. In
[24] authors proposed a method which makes use of two or more input channels containing correlated
signal components but uncorrelated noise components. The various input signals need not be of the same
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shape, since adaptive enhancer filters the input before summing them. The output is a best least square
estimate of the underlying signal in a chosen input channel. Srinivasan et al [25] proposed a parametric
model based MMSE estimation of the clean speech signal using microphone array. The estimation is
performed using an auto regressive (AR) model. Signal subspace based multi-channel enhancement technique
is proposed in [26] by combining both frequency and spatial characteristics of speech and noise. Recently,
Nagata et al [27] proposed two- channel speech enhancement that is based on auto gain control to eliminate
musical noise by using the proper gain.

3. PROPOSED METHOD FOR ENHANCE-MENT OF NOISY SPEECH

The motivation for the proposed method is derived from the observation of the limitations of conventional
spectral subtraction method. The limitations of conventional spectral subtraction method are it produces
undesirable musical noise, not suitable for non-stationary environments and also not suitable for colored
noise case. The proposed method aims to address the first two limitations. Even though similar approaches
may be present in the literature, the novelty of the present work lies in developing new methods for speech/
non-speech detection in case of noisy speech and also modifying the spectrum of spectral subtracted speech
for reducing musical noise. The proposed method may be termed as noise components subtraction and
speech components enhancement method. In [28] we showed that kurtosis and energy values can be used
to separate the speech and non-speech regions of noisy speech. In the proposed method first a weight
function is derived from the kurtosis and energy values to separate the speech and non-speech regions. The
noise components in non-speech regions are attenuated with the help of the weight function. In speech
regions, enhancement of speech components is achieved in two stages. In first stage spectral subtraction is
performed to remove the noise components and in second stage speech spectral components are further
enhanced by adding the spectral contents of pitch and harmonic instants to the spectral subtracted speech
spectrum by determining pitch of noisy speech.

The weight function for separating speech and non-speech regions is derived by computing kurtosis and
energy values for short segments of speech (frame of 20 ms duration with a frame shift of 10 ms) and each of
these values are repeated for frame shift number of times to make length of kurtosis and energy values equal
to length of speech signal. Then these values are smoothed and nonlinearly mapped to derive the kurtosis and
energy weight functions. Final weight function is derived by considering the maximum of kurtosis and energy
weight functions at every sample instant. For more details on this, readers are requested to refer [28]. The
noisy speech is weighted by the weight function to attenuate noise components in non-speech regions.

At the second level the noise estimate is updated from the original noisy speech signal as we move
forward through the non-speech regions. Whenever a speech region is encountered, spectral subtraction is
performed using the most recent estimate of noise. This updating of noise estimate regularly in the proposed
method makes it suitable for non-stationary environments.

The speech signal can be modelled as the result of convolution between excitation and vocal tract
impulse response. The excitation is either a periodic train of impulses for voiced speech or random noise
for unvoiced speech [29]. This shows that during the voiced speech interval major portion of speech energy
is available at pitch and harmonic instants. The objective of the propose method is to enhance these pitch
and harmonic instants in the spectral subtracted speech to reduce the musical noise effect. In this work
pitch of the noisy speech is determined by using simplified inverse filter tracking (SIFT) algorithm [30]
and the harmonic locations are derived from the estimated pitch information.

After obtaining the pitch, its harmonic frequencies are calculated. Maximum values near the pitch and
harmonics frequencies are found. The amplitude spectrum of the desired speech components is constructed
by sampling the spectral subtracted speech spectrum at pitch and harmonic instants. The pitch and harmonics
are sampled by using the window function of type
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w(n) = 2Xe-axsign(n)

where, L is number of samples which corresponds to the pitch frequency and a is chosen as 0.5 in this study.
The sampled spectrum is added with the spectral subtracted speech spectrum. The resultant speech spectra
is recombined with the original noisy speech phase spectra and converted back to the time domain by an
inverse Discrete Fourier Transform (DFT).

The spectrum of a frame of voiced portion of degraded speech is shown in Fig 1a and the determined
pitch and harmonics instants are shown by ‘*’. After determining pitch and harmonic instants, at every
instant the maximum value of the spectrum is searched in and around ±30Hz and the instant at which
maximum value occurs is considered as the actual harmonic instant and this is indicated by vertical lines in
Fig 1a. The spectrum of spectral subtracted speech is shown in Fig 1b. Fig 1c shows the window function
used for sampling the spectrum. The sampled spectrum is added with the spectral subtracted speech spectrum
and is shown in Fig. 1d. Enhanced spectral peaks may be observed at pitch and harmonic instants.

Figure 1: 20 mesc windowed voiced speech segment

The proposed method is tested for different types of data like speech signals from TIMIT database,
speech recorded from the laboratory environment and for speech signals collected from the real world
environment. The results of proposed method seem to be perceptually better compared to conventional
spectral subtraction method. The speech signal spoken by a female speaker sampled at 8 kHz with a resolution
of 16 bits/sample is taken from the TIMIT database is shown in Fig 2a and 3 dB stationary additive noise is
added to it and is shown in Fig 2b. The smoothed and nonlinearly mapped kurtosis and energy values are
shown in Fig 2c and d, respectively. The final weight function is shown in Fig 2e. The speech processed by
the conventional spectral subtraction and the proposed method are shown in Fig 2f and g, respectively.

Figure 3a shows the clean speech signal spoken by a female speaker recorded in the laboratory. The
non-stationary noise (additive nose of different noise levels at different times) is added to the clean speech
signal and is shown in Fig 3b. The nonlinearly mapped kurtosis weight function, energy weight functions
are shown in Fig 3c and d, respectively. Figure 3e shows the final weight function. The noisy speech signals
enhanced directly by the spectral subtraction method and the proposed method are shown in Fig 3f and Fig
3g, respectively.
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Figure 3:Results of enhancement of female voice degraded by non -stationary noise. ( a) clean speech, (b) degraded speech,
(c) smoothed and nonlinearly mapped kurtosis, (d) smoothed and nonlinearly mapped energy, (e) weight function,

(f) speech processed using spectral subtraction method, and
(g) speech processed using proposed method

Figure 2: Results of enhancement of female voice degraded by stationary additive background noise. (a) clean speech,
(b) degraded speech, (c) smoothed and nonlinearly mapped kurtosis, (d) smoothed and nonlinearly mapped energy,

(e) weight function, (f) speech processed using spectral subtraction method, and
(g) speech processed using proposed method.
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4. SUMMARY

The concepts of major techniques proposed for enhancement of noisy speech are discussed in this paper. In
noisy speech enhancement methods the subspace methods provide a mechanism to control the tradeoff
between speech distortion and musical noise, but with the cost of a heavy computational load. Frequency
domain methods, on the other hand, usually consume less computational resources, but do not have a
theoretically established mechanism to control tradeoff between speech distortion and residual noise.

This paper also proposed a method for enhancement of noisy speech which is suitable for non-stationary
environments. Further, in the proposed method the musical noise of spectral subtraction is reduced by enhancing
the speech components such as pitch and harmonic amplitudes in the spectral subtracted speech spectrum.

The proposed method may be modified to make it suitable in case of colored noise case. Since the
proposed method is a frequency domain approach, efforts may be made to combine existing time domain
processing methods like LP residual manipulation for developing a robust speech enhancement method.
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