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Abstract. We consider a backward stochastic differential equation with a
generator that can be subjected to delay, in the sense that its current value

depends on the weighted past values of the solutions, for instance a distorted
recent average. Existence and uniqueness results are provided in the case
of possibly infinite time horizon for equations with, and without reflection.

Furthermore, we show that when the delay vanishes, the solutions of the
delayed equations converge to the solution of the equation without delay. We
argue that these equations are naturally linked to forward backward systems,
and we exemplify a situation where this observation allows to derive results for

quadratic delayed equations with non-bounded terminal conditions in multi-
dimension.

1. Introduction

In [8, 9], the theory of backward stochastic differential equations (BSDEs) was
extended to BSDEs with time delay generators (delay BSDEs). These are non-
Markovian BSDEs in which the generator at each positive time t may depend on
the past values of the solutions. This class of equations turned out to have natural
applications in pricing and hedging of insurance contracts, see [7].

The existence result of [8], proved for standard Lipschitz generators and small
time horizon, has been refined by [10] who derived additional properties of delay
BSDEs such as path regularity and existence of decoupled systems. Furthermore,
existence of delay BSDE constrained above a given continuous barrier has been
established by [19] in a similar setup. More recently, [5] proposed a framework in
which quadratic BSDEs with sufficiently small time delay in the value process can
be solved.

In addition to the inherent non-Markovian structure of delay BSDEs, the diffi-
culty in studying these equations comes from that the inter-temporal changes of
the value and control processes always depend on their entire past, hence making
it hard to obtain boundedness of solutions or even BMO-martingale properties of
the stochastic integral of the control process. This suggests that delay BSDEs can
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actually be solved forward and backward in time and in this regard, share sim-
ilarities with forward backward stochastic differential equations (FBSDEs), see
Section 4 for a more detailed discussion.

The object of the present note is to study delay BSDEs in the case where the
past values of the solutions are weighted with respect to some scaling function.
In economic applications, these weighting functions can be viewed as representing
the perception of the past of an agent. For multidimentional BSDEs with possibly
infinite time horizon, we derive existence, uniqueness and stability of delay BSDE
in this weighting-function setting. In particular, we show that when the delay
vanishes, the solutions of the delay BSDEs converge to the solution of the BSDE
with no delay, hence recovering a result obtained by [5] for different types of delay.
Moreover, we prove that in our setting existence and uniqueness also hold in the
case of reflexion on a càdlàg barrier. We observe a link between delay BSDEs and
coupled FBSDE and, based on the findings in [12] and [14], we derive existence of
delay multidimensional quadratic BSDEs in the case where only the value process
is subjected to delay. We refer to [5] for a similar result, again for a different type
of delay and in the one-dimensional case.

In the next section, we specify our probabilistic structure and the form of the
equation, then present existence, uniqueness and stability results. Sections 3 and
4 are dedicated to the study of reflected delay BSDEs and the link to FBSDEs,
respectively.

2. BSDEs With Time Delayed Generators

We work on a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) with T ∈ (0,∞].
We assume that the filtration is generated by a d-dimensional Brownian mo-
tion W , is complete and right continuous. Let us also assume that F = FT .
We endow Ω × [0, T ] with the predictable σ-algebra and Rk with its Borel σ-
algebra. Unless otherwise stated, all equalities and inequalities between random
variables and stochastic processes will be understood in the P -a.s. and P ⊗ dt-
a.e. sense, respectively. For p ∈ [1,∞) and m ∈ N, we denote by Sp(Rm)
the space of predictable and continuous processes X valued in Rm such that
∥X∥pSp := E[(supt∈[0,T ] |Xt|)p] < ∞ and by Hp(Rm) the space of predictable

processes Z valued in Rm×d such that ∥Z∥pHp := E[(
∫ T

0
|Zu|2 du)p/2] < ∞. For a

suitable integrand Z, we denote by Z ·W the stochastic integral (
∫ t

0
Zu dWu)t∈[0,T ]

of Z with respect to W . From [16], Z ·W defines a continuous martingale for every
Z ∈ Hp(Rm). Processes (ϕt)t∈[0,T ] will always be extended to [−T, 0) by setting

ϕt = 0 for t ∈ [−T, 0). We equip R with the σ-algebra B(R) consisting of Borel
sets of the usual real line with possible addition of the points −∞,+∞, see [4].

Let ξ be an FT -measurable terminal condition and g an Rm-valued function.
Given two measures α1 and α2 on [−∞,∞], and two weighting functions u, v :
[0, T ] → R, we study existence of the BSDE

Yt = ξ +

∫ T

t

g(s,Γ(s))ds−
∫ T

t

ZsdWs, t ∈ [0, T ], (2.1)
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where

Γ(s) :=

(∫ 0

−T

u(s+ r)Ys+rα1(dr),

∫ 0

−T

v(s+ r)Zs+rα2(dr)

)
. (2.2)

Example 2.1. 1. BSDE with infinite horizon: If u = v = 1 and α1 = α2 = δ0
the Dirac measure at 0, then Equation (2.1) reduces to the classical BSDE with
infinite time horizon and stantard Lipschitz generator.
2. Pricing of insurance contracts: Let us consider the pricing problem of an
insurance contract ξ written on a weather derivative. It is well know, see for
instance [2] that such contracts can be priced by investing in a highly correlated,
but tradable derivative. In the Merton model, assuming that the latter asset has
dynamics

dSt = St(µtdt+ σtdWt),

for some given drift µ and volatility σ, where St is expressed in units of some
numeraire S0

t . Then the insurer chooses a number πt of shares of S to buy at time
t and fixes a cost ct to be paid by the client. Hence, he seeks to find the price V0

such that
dVt = ct dt+ πtσt(dWt + θt dt) and VT = ξ,

with θt = σ′
t(σtσt)

−1µt. It is natural to demand the cost ct at time t to depend on
the past values of the insurance premium Vt, for instance to account for historical
weather data. A possible cost criteria is

ct := Mt

∫ 0

−T

cos(
2π

p
(t+ s))Vt+s ds

where p accounts for the weather periodicity and M is a scaling parameter. Thus,
the insurance premium satisfies the delay BSDE

Vt = ξ +

∫ T

t

(∫ 0

−T

Mu cos(
2π

p
(u+ s))Vu+s ds+ Zuσuθu

)
du−

∫ T

t

Zu dWu.

2.1. Existence. Our existence result for the BSDE (2.1) is obtained under the
following assumptions:

(A1) α1, α2 are two deterministic, finite valued measures supported on [−T, 0].

(A2) u, v : [0, T ] → R are Borel measurable functions such that u ∈ L1(dt) and
v ∈ L2(dt).

(A3) g : Ω×[0, T ]×Rm×Rm×d → Rm is measurable, such that
∫ T

0
g(s, 0, 0) ds ∈

L2(Rm) and satisfies the standard Lipschitz condition: there exists a con-
stant K > 0 such that

|g(t, y, z)− g(t, y′, z′)| ≤ K(|y − y′|+ |z − z′|)
for every t ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×d.

(A4) ξ ∈ L2(Rm) and is FT -measurable.

Theorem 2.2. Assume (A1)-(A4). If{
K2α2

1([−T, 0])∥u∥2L1(dt) ≤
1
25 ,

K2α2
2([−T, 0])∥v∥2L2(dt) ≤

1
25 ,

(2.3)
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then BSDE (2.1) admits a unique solution (Y,Z) ∈ S2(Rm)×H2(Rm×d).

For the proof we need the following lemma on a priori estimates of solutions of
(2.1).

Lemma 2.3 (A priori estimation). Assume (A1)-(A3). For every ξ, ξ̄ ∈ L2(Rm),
(y, z), (ȳ, z̄) ∈ S2(Rm) × H2(Rm×d) and (Y, Z), (Ȳ , Z̄) ∈ S2(Rm) × H2(Rm×d)
satisfying {

Yt = ξ +
∫ T

t
g(s, γ(s))ds−

∫ T

t
ZsdWs

Ȳt = ξ̄ +
∫ T

t
g(s, γ̄(s))ds−

∫ T

t
Z̄sdWs, t ∈ [0, T ]

with γ(s) =
(∫ 0

−T
u(s+ r)ys+rα1(dr),

∫ 0

−T
v(s+ r)zs+rα2(dr)

)
γ̄(s) =

(∫ 0

−T
u(s+ r)ȳs+rα1(dr),

∫ 0

−T
v(s+ r)z̄s+rα2(dr)

)
,

one has

∥Y − Ȳ ∥2S2(Rm) + ∥Z − Z̄∥2H2(Rm×d) ≤ 20K2α2
1([−T, 0])∥u∥2L1(dt)∥y − ȳ∥2S2(Rm)

+ 10∥ξ − ξ̄∥2L2(Rm) + 20K2α2
2([−T, 0])∥v∥2L2(dt)∥z − z̄∥2H2(Rm×d).

Proof. Let (y, z) ∈ S2(Rm) × H2(Rm×d), by assumptions (A1) and (A3), using
2ab ≤ a2 + b2 and [10, Lemma 1.1], we have

E

(∫ T

0

g(s, γ(s))ds

)2

≤ E

(∫ T

0

|g(s, 0, 0)|ds

+K

∫ T

0

∫ 0

−T

|u(s+ r)||ys+r|α1(dr)ds

+K

∫ T

0

∫ 0

−T

|v(s+ r)||zs+r|α2(dr)ds

)2

≤ 3E

(∫ T

0

|g(s, 0, 0)|ds

)2

+K2

(∫ T

0

α1([s− T, 0])|u(s)||ys|ds

)2

+K2

(∫ T

0

α2([s− T, 0])|v(s)||zs|ds

)2


≤ 3E

(∫ T

0

|g(s, 0, 0)|ds

)2

+ 3K2α2
1([−T, 0])

(∫ T

0

|u(s)|ds

)2

E

[
sup

0≤t≤T
|yt|2

]

+ 3K2α2
2([−T, 0])

(∫ T

0

|v(s)|2ds

)
E

[∫ T

0

|zs|2ds

]
.

Hence, it holds
∫ T

0
g(s, γ(s)) ds ∈ L2.

Now, for t ∈ [0, T ], we have

Yt − Ȳt = ξ − ξ̄ +

∫ T

t

g(s, γ(s))− g(s, γ̄(s))ds−
∫ T

t

Zs − Z̄sdWs (2.4)
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and taking conditional expectation with respect to Ft yields

Yt − Ȳt = E

[
ξ − ξ̄ +

∫ T

t

g(s, γ(s))− g(s, γ̄(s))ds | Ft

]
.

By Doob’s maximal inequality and 2ab ≤ a2 + b2, we obtain

E

[
sup

0≤t≤T
|Yt − Ȳt|2

]

= E

(
sup

0≤t≤T

∣∣∣∣E
[
ξ − ξ̄ +

∫ T

t

g(s, γ(s))− g(s, γ̄(s))ds | Ft

] ∣∣∣∣
)2

≤ 8E

|ξ − ξ̄|2 +

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2
 .

On the other hand, for t = 0 in (2.4), bringing
∫ T

0
Zs − Z̄sdWs to the left hand

side, taking square and expectation to both sides and 2ab ≤ a2 + b2, we have

E

[∫ T

0

|Zt − Z̄t|2dt

]
= E

(
ξ − ξ̄ +

∫ T

0

g(s, γ(s))− g(s, γ̄(s))ds

)2

− |Y0 − Ȳ0|2

≤ 2E

|ξ − ξ̄|2 +

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2
 .

By assumption (A3), using [10, Lemma 1.1] and the inequality 2ab ≤ a2 + b2, we
have

E

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2

≤ K2E

(∫ T

0

∫ 0

−T

|u(s+ r)||ys+r − ȳs+r|α1(dr)ds

+

∫ T

0

∫ 0

−T

|v(s+ r)||zs+r − z̄s+r|α2(dr)ds

)2

= K2E

(∫ T

0

α1([s− T, 0])|u(s)||ys − ȳs|ds

+

∫ T

0

α2([s− T, 0])|v(s)||zs − z̄s|ds)2

≤ 2K2α2
1([−T, 0])∥u∥2L1(dt)∥y − ȳ∥2S2 + 2K2α2

2([−T, 0])∥v∥2L2(dt)∥z − z̄∥2H2 .

Hence,

∥Y − Ȳ ∥2S2(Rm) + ∥Z − Z̄∥2H2(Rm×d) ≤ 20K2α2
1([−T, 0])∥u∥2L1(dt)∥y − ȳ∥2S2(Rm)

10E
[
|ξ − ξ̄|2

]
+ 20K2α2

2([−T, 0])∥v∥2L2(dt)∥z − z̄∥2H2(Rm×d).

This concludes the proof. □
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Proof of Theorem 2.2. Let (y, z) ∈ S2(Rm) × H2(Rm×d) and define the process

γ(s) :=
(∫ 0

−T
u(s+ r)ys+rα1(dr),

∫ 0

−T
v(s+ r)zs+rα2(dr)

)
. Similar to Lemma 2.3,

it follows from (A1)-(A4) that

E

(
ξ +

∫ T

0

g(s, γ(s))ds

)2

< ∞.

According to the martingale representation theorem, there exists a unique Z ∈
H2(Rm×d) such that for all t ∈ [0, T ],

E

[
ξ +

∫ T

0

g(s, γ(s))ds | Ft

]
= E

[
ξ +

∫ T

0

g(s, γ(s))ds

]
+

∫ t

0

ZsdWs.

Putting

Yt := E

[
ξ +

∫ T

t

g(s, γ(s))ds | Ft

]
, 0 ≤ t ≤ T,

the pair (Y, Z) belongs to S2(Rm)×H2(Rm×d) and satisfies

Yt = ξ +

∫ T

t

g(s, γ(s))ds−
∫ T

t

ZsdWs, 0 ≤ t ≤ T.

Thus we have constructed a mapping Φ from S2(Rm) ×H2(Rm×d) to itself such
that Φ(y, z) = (Y, Z). Let (y, z), (ȳ, z̄) ∈ S2(Rm) × H2(Rm×d), and (Y,Z) =
Φ(y, z), (Ȳ , Z̄) = Φ(ȳ, z̄). By Lemma 2.3, we have

∥Y − Ȳ ∥2S2(Rm) + ∥Z − Z̄∥2H2(Rm×d) ≤ 10K2α2
1([−T, 0])∥u∥2L1(dt)∥y − ȳ∥2S2(Rm)

+ 10K2α2
2([−T, 0])∥v∥2L2(dt)∥z − z̄∥2H2(Rm×d)

so that if condition (2.3) is satisfied, Φ is a contraction mapping which therefore
admits a unique fixed point on the Banach space S2(Rm) × H2(Rm×d). This
completes the proof. □

The standard BSDE described in Example 2.1.1 can be solved with the method
of proof of Theorem 2.2 if the constant K is (A3) is replaced by a square integrable
function K : [0, T ] → R.

2.2. Stability. In this subsection, we study stability of the BSDE (2.1) with
respect to the delay measures. In particular, in Corollary 2.5 below we give condi-
tions under which a sequence of solutions of BSDEs with time delayed generator
converges to the solution of a standard BSDE with no delay. Given two measures
α and β, we write α ≤ β if α(A) ≤ β(A) for every measurable set A.

Theorem 2.4. Assume (A2)-(A4). For i = 1, 2 and n ∈ N, let αn
i , αi be measures

satisfying (A1); with αn
i satisfying (2.3) in Theorem 2.2 and such that αn

i ([−T, 0])
converges to αi([−T, 0]). If αn

1 ≤ α1 (or α1 ≤ αn
1 ) and αn

2 ≤ α2 (or α2 ≤
αn
2 ) for all n ∈ N, then ∥Y n − Y ∥S2(Rm) → 0 and ∥Zn − Z∥H2(Rm×d) → 0,

where (Y n, Zn) and (Y,Z) are solutions of the BSDE (2.1) with delay given by the
measures (αn

1 , α
n
2 ) and (α2, α2), respectively.
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Proof. From Theorem 2.2, for every n, there exists a unique solution (Y n, Zn) to
the BSDE (2.1) with delay given by the measures (αn

1 , α
n
2 ). Since αn

i , i = 1, 2
satisfy (2.3) in Theorem 2.2 and αn

i ([−T, 0]) converges to αi([−T, 0]), it follows
that αi satisfy (2.3) and by Theorem 2.2 there exists a unique solution (Y,Z) to
the BSDE with delay given by (α1, α2). Using

Y n
t − Yt =

∫ T

t

g(s,Γn(s))− g(s,Γ(s))ds−
∫ T

t

Zn
s − ZsdWs,

it follows similar to the proof of Lemma 2.3 that

E

[
sup

0≤t≤T
|Y n

t − Yt|2
]
≤ 4E

(∫ T

0

|g(s,Γn(s))− g(s,Γ(s))|ds

)2
 ,

and

E

[∫ T

0

|Zn
t − Zt|2

]
≤ E

(∫ T

0

|g(s,Γn(s))− g(s,Γ(s))|ds

)2
 .

On the other hand, using 2ab ≤ a2 + b2, we get

E

(∫ T

0

|g(s,Γn(s))− g(s,Γ(s))|ds

)2


≤ 2K2E

(∫ T

0

∣∣∣∣ ∫ 0

−T

u(s+ r)Y n
s+rα

n
1 (dr)−

∫ 0

−T

u(s+ r)Ys+rα1(dr)

∣∣∣∣ds
)2


+ 2K2E

(∫ T

0

∣∣∣∣ ∫ 0

−T

v(s+ r)Zn
s+rα

n
2 (dr)−

∫ 0

−T

v(s+ r)Zs+rα2(dr)

∣∣∣∣ds
)2
 .

Without loss of generality, we assume α1 ≤ αn
1 and α2 ≤ αn

2 . Hence αn
i − αi,

i = 1, 2, define positive measures satisfying (A1). Therefore,

E

(∫ T

0

∣∣∣∣ ∫ 0

−T

u(s+ r)Y n
s+rα

n
1 (dr)−

∫ 0

−T

u(s+ r)Ys+rα1(dr)

∣∣∣∣ds
)2


≤ 2E

(∫ T

0

∫ 0

−T

|u(s+ r)||Y n
s+r − Ys+r|αn

1 (dr)ds

)2


+ 2E

(∫ T

0

∫ 0

−T

|u(s+ r)||Ys+r|(αn
1 − α1)(dr)ds

)2
 .
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Using [10, Lemma 1.1], we obtain

E

(∫ T

0

∫ 0

−T

|u(s+ r)||Y n
s+r − Ys+r|αn

1 (dr)ds

)2


+ E

(∫ T

0

∫ 0

−T

|u(s+ r)||Ys+r|(αn
1 − α1)(dr)ds

)2


≤ E

(∫ T

0

αn
1 ([s− T, 0])|u(s)||Y n

s − Ys| ds

)2


+ E

(∫ T

0

(αn
1 − α)([s− T, 0])|u(s)||Ys| ds

)2


≤ (αn
1 ([−T, 0]))

2 ∥u∥2L1(dt)∥Y
n − Y ∥2S2(Rm)

+ ((αn
1 − α1)([−T, 0]))

2 ∥u∥2L1(dt)∥Y ∥2S2(Rm).

Similarly, for the control processes we have

E

(∫ T

0

∣∣∣∣ ∫ 0

−T

v(s+ r)Zn
s+rα

n
2 (dr)−

∫ 0

−T

v(s+ r)Zs+rα2(dr)

∣∣∣∣ds
)2


≤ 2 (αn
2 ([−T, 0]))

2 ∥v∥2L2(dt)∥Z
n − Z∥2H2(Rm×d)

+ 2 ((αn
2 − α2)([−T, 0]))

2 ∥v∥2L2(dt)∥Z∥2H2(Rm×d).

Hence

∥Y n − Y ∥2S2(Rm) + ∥Zn − Z∥2H2(Rm×d)

≤ 20K2 (αn
1 ([−T, 0]))

2 ∥u∥2L1(dt)∥Y
n − Y ∥2S2(Rm)

+ 20K2 ((αn
1 − α1)([−T, 0]))

2 ∥u∥2L1(dt)∥Y ∥2S2(Rm)

+ 20K2 (αn
2 ([−T, 0]))

2 ∥v∥2L2(dt)∥Z
n − Z∥2H2(Rm×d)

+ 20K2 ((αn
2 − α2)([−T, 0]))

2 ∥v∥2L2(dt)∥Z∥2H2(Rm×d)

≤ 4

5
∥Y n − Y ∥2S2(Rm) +

4

5
∥Zn − Z∥2H2(Rm×d)

+ 20K2 ((αn
2 − α2)([−T, 0]))

2 ∥v∥2L2(dt)∥Z∥2H2(Rm×d).

Therefore, the result follows from the convergence of αn
i ([−T, 0]), i = 1, 2. □

The following is a direct consequence of the above stability result. We denote
by δ0 the Dirac measure at 0.

Corollary 2.5. Assume (A2)-(A4). For i = 1, 2 and n ∈ N let αn
i be measures

satisfying (A1) and (2.3) in Theorem 2.2 and such that αn
i ([−T, 0]) converges to

1. If αn
1 ≤ δ0 (or δ0 ≤ αn

1 ) and αn
2 ≤ δ0 (or δ0 ≤ αn

2 ), then ∥Y n − Y ∥S2(Rm) → 0
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and ∥Zn − Z∥H2(Rm×d) → 0, where (Y n, Zn) is the solution of the BSDE (2.1)
with delay given by (αn

1 , α
n
2 ) and (Y, Z) is the solution of BSDE without delay.

We conclude this section with the following counterexample which shows that
the condition α1 ≤ αn

1 (or αn
1 ≤ α1) and α2 ≤ αn

2 (or αn
2 ≤ α2) is needed in the

above theorem.

Example 2.6. Assume that m = d = 1. We denote by δ0 and δ−1 the Dirac
measures at 0 and −1, respectively. It is clear that δ0([−1, 0]) = δ−1([−1, 0]).
Consider the delay BSDEs

Yt = 1 +

∫ 1

t

1/5

(∫ 0

−1

Ys+r + Zs+r

)
δ0(dr)ds−

∫ 1

t

Zs dWs (2.5)

and

Ȳt = 1 +

∫ 1

t

1/5

(∫ 0

−1

Ȳs+r + Z̄s+r

)
δ−1(dr)ds−

∫ 1

t

Z̄s dWs. (2.6)

Since BSDE (2.6) takes the form Ȳt = 1 −
∫ 1

t
Z̄u dWs, it follows that Ȳt = 1 for

all t ∈ [0, 1]. On the other hand, (2.5) is the standard BSDE without delay, its
solution can be written as Yt = E[Ht

1 | Ft], where the deflator (H
t
s)s≥t at time t is

given by dHt
s = −Ht

s

5 (ds + dWs). Thus, Yt = exp(−1/5(1 − t)) and for t ∈ [0, 1),

Yt < Ȳt.

3. Reflected BSDEs With Time-delayed Generators

The probabilistic setting and the notation of the previous section carries over
to the present one. In particular, we fix a time horizon T ∈ (0,∞] and we assume
m = 1. For p ∈ [1,∞), we further introduce the space Mp(R) of adapted càdlàg
processes X valued in R such that |∥X∥pMp := E[(supt∈[0,T ] |Xt|)p] < ∞ and

by Ap(R), we denote the subspace of elements of Mp(R) which are increasing
processes starting at 0. Let (St)t∈[0,T ] be a càdlàg adapted real-valued process. In
this section, we study existence of solutions (Y, Z,K) of BSDEs reflected on the
càdlàg barrier S and with time-delayed generators. That is, processes satisfying

Yt = ξ +

∫ T

t

g(s,Γ(s))ds+KT −Kt −
∫ T

t

ZsdWs, t ∈ [0, T ] (3.1)

Y ≥ S (3.2)∫ T

0
(Yt− − St−)dKt = 0 (3.3)

with Γ defined by (2.2). Consider the condition

(A5) E
[
sup0≤t≤T (S

+
t )2
]
< ∞ and ST ≤ ξ.

Theorem 3.1. Assume (A1)-(A5).If{
K2α2

1([−T, 0])∥u∥2L1(dt) ≤
1
36 ,

K2α2
2([−T, 0])∥v∥2L2(dt) ≤

1
36 ,

(3.4)
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then RBSDE (3.1)-(3.3) admits a unique solution (Y,Z,K) ∈ M2(R)×H2(Rd)×
A2(R) satisfying

Yt = esssupτ∈Tt
E

[∫ τ

t

g(s,Γ(s))ds+ Sτ1{τ<T} + ξ1{τ=T} | Ft

]
,

where T is the set of all stopping times taking values in [0, T ] and Tt = {τ ∈ T :
τ ≥ t}.

Proof. For any given (y, z) ∈ M2(R)×H2(Rd), similar to the proof of Lemma 2.3,
we have

E

(
ξ +

∫ T

0

g(s, γ(s))ds

)2

< ∞

with γ defined as in Lemma 2.3. Hence, from [13, Theorem 3.3] for T < ∞ and
[1, Theorem 3.1] for T = ∞ the reflected BSDE

Yt = ξ +

∫ T

t

g(s, γ(s))ds+KT −Kt −
∫ T

t

ZsdWs

with barrier S admits a unique solution (Y, Z,K) such that (Y,Z) ∈ B, the space of
processes (Y,Z) ∈ M2(R)×H2(Rd) such that Y ≥ S, and K ∈ A2(R). Moreover,
Y admits the representation

Yt = esssupτ∈Tt
E

[∫ τ

t

g(s, γ(s))ds+ Sτ1{τ<T} + ξ1{τ=T} | Ft

]
t ∈ [0, T ].

Hence we can define a mapping Φ from B to B by setting Φ(y, z) := (Y, Z). Let
(y, z), (ȳ, z̄) ∈ B and (Y,Z) = Φ(y, z), (Ȳ , Z̄) = Φ(ȳ, z̄). From the representation,
we deduce

|Yt − Ȳt| ≤ esssupτ∈Tt
E

[∫ τ

t

|g(s, γ(s))− g(s, γ̄(s))|ds | Ft

]
≤ E

[∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds | Ft

]
.

Doob’s maximal inequality implies that

E

[
sup

0≤t≤T
|Yt − Ȳt|2

]
≤ 4E

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2
 .

Applying Itô’s formula to |Yt − Ȳt|2, we obtain

|Yt − Ȳt|2 +
∫ T

t

|Zs − Z̄s|2ds = 2

∫ T

t

(Ys − Ȳs)(g(s, γ(s))− g(s, γ̄(s)))ds

− 2

∫ T

t

(Ys − Ȳs)(Zs − Z̄s)dWs + 2

∫ T

t

(Ys− − Ss−)dKs − 2

∫ T

t

(Ys− − Ss−)dK̄s

− 2

∫ T

t

(Ȳs− − Ss−)dKs + 2

∫ T

t

(Ȳs− − Ss−)dK̄s.
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Since (Y,K) and (Ȳ , K̄) satisfy (3.2) and (3.3), we have

|Yt − Ȳt|2 +
∫ T

t

|Zs − Z̄s|2ds ≤ 2

∫ T

t

(Ys − Ȳs)(g(s, γ(s))− g(s, γ̄(s)))ds

− 2

∫ T

t

(Ys − Ȳs)(Zs − Z̄s)dWs.

Hence

E

[∫ T

0

|Zs − Z̄s|2ds

]
≤ E

[
sup

0≤t≤T
|Yt − Ȳt|2

]

+ E

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2
 .

In view of the proof of Lemma 2.3, we deduce

∥Y − Ȳ ∥2M2(R) + ∥Z − Z̄∥2H2(Rd) ≤ 9E

(∫ T

0

|g(s, γ(s))− g(s, γ̄(s))|ds

)2


≤ 18K2α2
1([−T, 0])∥u∥2L1(dt)∥y − ȳ∥2M2(R)

+ 18K2α2
2([−T, 0])∥v∥2L2(dt)∥z − z̄∥2H2(Rd).

By condition (3.4), Φ is a contraction mapping and therefore it admits a unique
fixed point which combined with the associated process K is the unique solution
of the RBSDE (3.1). □

4. Link to Coupled FBSDEs

In this section, we discuss the connection between BSDEs with time-delayed
generators and FBSDEs. We work in the probabilistic setting and with the nota-
tion of Section 2.

Standard methods to solve BSDEs with quadratic growth in the control variable
often rely either on boundedness of the control process, see for instance [17] and
[6], or on BMO estimates for the stochastic integral of the control process, see
for instance [18]. However, as shown in [8], solutions of BSDEs with time-delayed
generators do not, in general, satisfy boundedness and BMO properties so that
new methods are required to solve quadratic BSDE with time-delayed generators.
Recently, [5] obtained existence and uniqueness of solution for a quadratic BSDE
with delay only in the value process. We show below that using FBSDE theory, it
is possible to generalize their results to multidimension and considering a different
kind of delay. Moreover, our argument allows to solve equations with generators
of superquadratic growth.

Let α1 be the uniform measure on [−T, 0], α2 the Dirac measure at 0. Put
u(s) = v(s) = 1, for s ∈ [0, T ]. We are considering the following BSDE with time
delay only in the value process:

Yt = ξ +

∫ T

t

g(s,

∫ s

0

Yrdr, Zs)ds−
∫ T

t

ZsdWs, t ∈ [0, T ]. (4.1)
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We denote by D1,2 the space of all Malliavin differentiable random variables and
for ξ ∈ D1,2 denote by Dtξ its Malliavin derivative. We refer to [15] for a thorough
treatment of the theory of Malliavin calculus, whereas the definition and proper-
ties of the BMO-space and norm can be found in [11]. We make the following
assumptions:

(B1) g : [0, T ]×Rm×Rm×d → Rm is a continuous function there exist a constant
K > 0 as well as a nondecreasing function ρ : R+ → R+ such that

|g(t, y, z)− g(t, y′, z′)| ≤ K|y − y′|+ ρ(|z| ∨ |z′|)|z − z′|,
|g(t, y, z)− g(t, y′, z)− g(t, y, z′) + g(t, y′, z′)| ≤ K|y − y′|(|z − z′|)

for all t ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×d.

(B2) ξ is FT -measurable such that ξ ∈ D1,2(Rm) and there exist constants
Aij ≥ 0 such that

|Dj
t ξ

i| ≤ Aij , i = 1, . . . ,m; j = 1, . . . , d,

for all t ∈ [0, T ].

(B3) g : Ω × [0, T ] × Rm × Rm×d → Rm is measurable, g(t, y, z) = f(t, z) +
l(t, y, z) where f and l are measurable functions with f i(t, z) = f i(t, zi),
i = 1, . . . ,m and there exists a constant K ≥ 0 such that

|f(t, z)− f(t, z′)| ≤ K(1 + |z|+ |z′|)|z − z′|,
|l(t, y, z)− l(t, y′, z′)| ≤ K|y − y′|+K(1 + |z|ϵ + |z′|ϵ)|z − z′|,
|f(t, z)| ≤ K(1 + |z|2),
|l(t, y, z)| ≤ K(1 + |z|1+ϵ),

for some 0 ≤ ϵ < 1 and for all t ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×d.

(B4) ξ is FT -measurable such that there exist a constant K ≥ 0 such that
|ξ| ≤ K.

(B5) g : Ω× [0, T ]×R×Rd → R is progressively measurable, continuous process
for any choice of the spatial variables and for each fixed (t, ω) ∈ [0, T ]×Ω,
g(t, ω, ·) is continuous. g is increasing in y and for some constant K ≥ 0
such that

|g(t, y, z)| ≤ K(1 + |z|),
for all t ∈ [0, T ], y ∈ R and z ∈ Rd.

(B6) ξ is FT -measurable such that ξ ∈ L2.

(B7) g : Ω× [0, T ]×R×Rd → R is progressively measurable, continuous process
for any choice of the spatial variables and for each fixed (t, ω) ∈ [0, T ]×Ω,
g(t, ω, ·) is continuous. g is increasing in y and for some constant K ≥ 0
such that

|g(t, y, z)| ≤ K(1 + |z|2),
for all t ∈ [0, T ], y ∈ R and z ∈ Rd.
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Proposition 4.1. Assume T ∈ (0,∞).

(a) If (B1)- (B2) are satisfied, then there exists a constant C ≥ 0 such that
for sufficiently small T , BSDE (4.1) admits a unique solution (Y, Z) ∈
S2(Rm)×H2(Rm×d) such that |Z| ≤ C.

(b) If (B3)-(B4) are satisfied, then there exist constants C1, C2 ≥ 0 such that
for sufficiently small T , BSDE (4.1) admits a unique solution (Y,Z) ∈
S2(Rm)×H2(Rm×d) such that |Y | ≤ C1 and ∥Z · dW∥BMO ≤ C2.

(c) If m = d = 1 and (B5)-(B6) are satisfied, then BSDE (4.1) admits at least
a solution (Y, Z) ∈ S2(R)×H2(Rd).

(d) If m = d = 1 and (B4) and (B7) are satisfied, then BSDE (4.1) admits
at least a solution (Y, Z) ∈ S2(R) × H2(Rd) such that Y is bounded and
Z ·W is a BMO martingale.

Proof. Define the function b : Rm → Rm by setting for y ∈ Rm, bi(y) = yi,
i = 1, . . . ,m. For t ∈ [0, T ], put

Xt =

∫ t

0

b(Ys)ds.

Thus BSDE (4.1) can be written as the coupled FBSDE{
Xt =

∫ t

0
b(Ys)ds,

Yt = ξ +
∫ T

t
g(s,Xs, Zs)ds−

∫ T

t
ZsdWs

(4.2)

so that (a) follows from [12], (b) follows from [14], and (d) and (e) from [3]. □

The above theorem provides an explanation why it is not enough to solve a
time-delayed BSDE backward in time, one actually needs to consider both the
forward and backward parts of the solution due to the delay.
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