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Study of Type | and Type Il Errors Occurring
in the Automatic Fault Detection after
Remote Reconfiguration of FPGA of a
Mobile Robot for Space Application
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Abstract : We consider the problem of ensuring the reliability of the procedure of remote modification of
intelligence of mobile robotsfor space application, implemented on the basis of FPGA. We propose a functional
structure of the reconfiguration controller, which performs the neural network-based classification of faults
occurring during remote modification of intelligence of mobile robots for space application. We consider the
software and algorithmic support of the reconfiguration controller, which provides detection of certain kinds of
occurring faults, the place where they occur and the fact of occurrence of several faults, as well as the
implementation of periodic diagnostics in the process of operation of mobile robots for space application. We
investigate the likelihood of type | and type Il errors in the course of automatic fault detection.

Keywords : Space-based maobilerobot, remote modification, field programmable gate array (FPGA), hardware
reconfiguration, neural network-based classification.

1. INTRODUCTION

Large duration of the deep space exploration missions, whichismeasured in monthsand years, resultsina
number of specific requirementsto the design of mobile robotsfor space application [1-2]. For example, mobile
robotsfor space application require ahigh level of survivability (degradation), the ability to performtasksinthe
conditions of failure of some mechanical components, apart of hardware or software, aswell asin the conditions
of previoudly unforeseen changesin the environment parameters. It isalso required to ensure a high level of
versdtility (reserve), the ability of mobile robotsfor space application to continue successful functioning under
changing task objectives (mission change) or under changing ways of achieving them.

It ispossibleto satisfy these requirements, provided the artificial intelligence of mobile robotsfor space
application will be able to be changed (modified) when new tasks are posed before them or the conditionsfor
their implementation worsen. Of particular relevancein this context isthe use of hardware and software with
reconfigurable structureimplemented on the basisof field programmable gate array (FPGA). The use of these
technologies allows remotely transmitting (from a planet-based complex or from the Earth) new or modified
software modulesinto the control device of mobile robotsfor space gpplication with automatic firmware renewa
of themobile robot’s FPGA.

Much attentioninthis case should be paid to ensuring thereliability of the reconfiguration procedure. A topical
directioninthisareaistheintroduction of automated or automatic meansof search and locdization of faults[3-4].
To solvethisproblem, specialized software and algorithmic support has been developed for the reconfiguration
controller, which performsthe neural network-based classfication of faults occurring during remote modification of
intelligence of mobilerobotsfor space application.
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Thearticle discussesthe problem of application of the neural network-based classification technologiesto
providereliable detection of the type of occurring mafunctions, their place and thefact of occurrence of severa
faults, aswell asto implement periodic diagnosticsin the process of operation of mobile robotsfor space application.

Inthis connection, animportant task isto study the probability of type| and typell errors during neural
network-based classification of faults[5-7]. Atypel error, also known asafalsealarm, falseresponseor fase
postiveactuation, isastuation whenthe neura network classfiesthe state of thecircuit asbelonging to one of the
typesof faults, whiletheinput vector of the neura network correspondsto thecircuit statein theabsence of faults.
Atypell error, whichisalso called theomisson of event or false negative actuation, isastuation when the neural
network classfiesthe sate of the circuit as operable, while theinput vector of the neural network correspondsto
acircuit gateinthe presence of aparticular type of fault.

Inthe diagnogtics of the presence of faultsinthe circuit implementing the intelligence of mobile robots for
gpaceapplication, themost important task isto minimize the number of missed faults (typell errors), becausein
thiscasethe continued operation of therobot asawholeisthreatened. However, in the condition of redlization of
deep spaceexploration missions, it isalso important to prevent asignificant increaseintherisk of typel errors,
because theimplementation of the reconfiguration procedureto remove afalsaly detected error isconnected with
additiona timeand energy costs.

2.METHOD

2.1. Thefunctional sructureof thehardwar e-reconfigurabledigital module of inteligent control of mobile
robotsfor spaceapplication

Reconfiguration of FPGA iscarried out ontheinitiative of the remote support center onthe Earth under
changing the misson objectives of mobilerobotsfor space application or changing the waysof achieving them
[8-9]. Reconfiguration can also beinitiated by the mobile robot itself to repair thefaults discovered by itinthe
course of salf-diagnostics[10-11].

A sysemof intelligent control of mobile robotsfor space applicationis proposed onthe basisof hardware-
reconfigurabledigital platform (FPGA), which includesthefollowing equipment [ 12]:

1. Reconfiguration controller performing neura network-based classification of faultsoccurring during
remote modification of intelligence of mobile robotsfor space application;

2. Programmable hardware on the basis of FPGA for the strategic, tactica and drive levelsof the mobile
robot control;

3. Reconfiguration server whichisapart of aremote support center connected with the mobilerobot by a
network infrastructure and whichis designed for remote control of agroup of mobilerobotsfor space
gpplication, including for implementing connected reconfiguration of their software and hardware.

I n accordance with the presented hardware composition, we propose afunctional structure of hardware-
reconfigurable digital module of intelligent control of mobile robotsfor space application (Figure 1).

Theself-test toolsperform thefollowing functions:

1. Providing diagnosticsof thefunctional sate of the mobile robot intelligence after modificationsin autometic
mode;

Testing the operability of the reconfigurable module;

Determination of thetype of faullt;

Locdlization of thefault and the formation of quarantine around thefaulty circuit ements;
Determination of thetype of fault under the possible occurrence of morethan onefault;
Notification of theremote support center concerning theresults of diagnostics,

Repeated reconfigurationto repair thefault;

Ensuring themonitoring of the functional state of circuitsthat implement mobilerobot intelligenceinreal
time.
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Fig. 1. Functional structure of hardware-reconfigurable digital module of intelligent control
of mobile robots for space application.

2.2. Sructureof the neural network-based fault classifier

The described self-test tasks can be performed by both aneural network-based classifier consisting of a
single neurd network and aneura network-based classifier consisting of four independent neura networks.

The sdlection of oneof thesetwo variants of redization of aneura network-based classifier canbe carried out
based on evaluation of the computational complexity of hardwareimplementation of therelevant structuresof the
neura network-based classfier.

To evaluate the computational complexity of the neural network, thisnetwork can be represented asa
hierarchical structure of thefollowing type[13]:

Y=y (o) (w M0, (=20 (L)), yMOD = e,
wie ) = fw i =12, N, p=12..M,
where X =<x, y> isacollection of S precedents concerning the dependencey(x), x={x,y={y?},s=1,
2,...Swhich arecharacterized by aset of N input characteristics{x;}, j =1,2,..., N, where j isthenumber of
the characteristic, and an output characteristicy ,< x*, y* >, x* ={x;} isthe s-th precedent, where x; isthe
valueof thej -thinput and y®isthe value of the output characteristic for the s-th precedent (exemplar) of the
sample, y* €{1, 2, ..., K}, where K isthe number of classes, K > 1,
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M isthe number of layers,

Nu isthe number of nodes (neurons) inthe p-thlayer,

o™ isthediscriminant (weight) function of the p-th nodein the u-th layer,
&1 istheactivation function of thei-th nodeinthe u-thlayer,

wit" isthe weight value of thej-thinput of thei-th nodein the u-thlayer.

The structural complexity of aneural network mode, whose main structural elementsare neurons, can be
characterized by the number of neuronsN_, which can be determined for amultilayer neural network by the
formula[14]:

M
= 2N, ?)
p=1
The computational complexity of thei-th neuron inthe p-thlayer canbedefined as:
T = N(“’i)(TC(”'i) _{_quuyi) )+T\f,“’i), (3)

where N(p, i) isthe number of inputsof thei-th neuroninthe p-thlayer;
T isthecomputational complexity of one synapseof thei-th neuroninthe u-thlayer;

T isthe computationa complexity of the discriminant function of thei-th neuronin the u-thlayer for
processing two arguments,

T isthecomputational complexity of the activation functionof thei-th neuroninthe pi-thlayer.

The computational complexity of synapses, discriminant functionsand activation functionsare determined,
taking into account the conditions of hardwareimplementation of the neura network.

The computationa complexity of thefeedforward neural network under pardlel implementation of calculations
(for example, under hardwareimplementation of the neural network on FPGA) will be defined by the formula:

T= zmaxizl,z,...Nu{T(uYi)} (4)

pn=1
Thelogical transparency of the neural network largely dependsonthetotal number of connectionsinthe
neura network and the number of linksthat connect specific neurons (the number of inputs of the neuronsinthe
inner layers). Thefewer thelinks, the smpler the neural network is, and so it ismore convenient for analysisand
interpretation.
The sparsity coefficient of the linksof the feedforward neural network is determined by the formula:

NW
K ——— N, =N (5)

R
ZNH l)

whereN, _ , isthe number of the neura network’ swe| ights equal to zero.
The connectivity coefficient of the multilayer neural network isdefined as:

NW:O
Ke = 1-Kg=l-5—"—

Z::lN(u—l) N

i)
The average connectivity coefficient K, of the feedforward neura network shows the average number of
inputs of the neurons of all layersexcept thefirst one:

(6)

—Nu2o) @)

ZNHZI

where N “?) isthe number of weights of the j -th neuroninthe x -th layer that are equal to zero.
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The more unit synapses are inthe neural network (the connections whose weights equal onein absolute
vaue), theeaser itsimplementation is(especidly, the hardware one) and the easier andlysisand interpretation are
[15-16].

The share of unit synapsesin thefeedforward neural network iscaculated by theformula:

K ’NOZN (8)

L= ™M
Z N(u—l) Nu
p=1

whereN,, _, isthe number of weightsinthe neura net that are equal to onein absolute value.

Theshare of non-unit synapses K, inthefeedforward neura network is determined by the expression:
Ky=1-K =1-5———Ng=N ©)
Z N(u—l) Nu
p=1

Sincethelogical transparency of the neural network connections depends largely on the sparseness and
amplicity of connections, it is characterized by a coefficient showing the share of thebinary (zero or onein absolute
vaue) weightsamong thetota number of weights of theneura network [17-19].

The coefficient of logicd trangparency of thefeedforward neura network connectionsisdetermined by the
expresson:

N

w=1

=5 ———— Ng=N (10)
ZN(H—]-) Nu
p=1

The coefficient K of logica non-transparency (fuzziness) of thefeedforward neural network connectionsis
caculatedas K =1-K, =1 (K, +K)).

For more accurate evaluation of thelogical transparency, one can define logical transparency of aneural
network intermsof thelogical transparency of itselements.

The coefficient of logical transparency of the i -th neuroninthe « -th layer of the neural network K 9 is
determined by the type of the used activation function. For thelinear and threshold activation functions: K " =1,
for al other activation functions K " = 0 [20-21].

Thelogica transparency coefficient of amultilayer neural network will be calculated as.

M Ny
2K
K = plizl K #0
U M M (11)
K, Zl N,
e
Thelarger the coefficient K, thehigher isthelogical transparency level of the neurd network, and conversdly,
thesmaller the, thelower istheleve of logical transparency of the neural network.
One of themost important characteristics of neural network modelsisthe quality of approximation. The
approximation qudity for the same error level ishigher, when the number of theused weightsissmaller [22-24].
Theapproximation quality coefficient of aneura network mode! isdefined asthe average proportion of errors
attributableto non-zero weights of theneura network [25-27]:
E
KA = NW_NW:O (12)

where E isthetota error made by the neural network (for example, themean-square error). Astheerror E, one
can use the neural network training error (computed by the learning sample) or the work error of the neural
network (calculated by thetest sample).

+ K

R L
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It follows fromthe presented expressionsthat the computational complexity of the neura network grows
faster whenthe number of connections between the neurons of theinner layersincreases; whereasfor the hardware
implementation of neural network on FPGA, thetotal computational complexity of the neural network will be
determined by the maximum computational complexity of particular neurons. Thelogical trangparency coefficient
of amultilayer neural network isinversely proportional to the product of the number of neuronsin the adjacent
layers, whereasthe gpproximation qudity coefficent isinversaly proportiond to the number of neuronswith nonzero
weights. Consequently, the use of aneura network with acomplex structure, designed for determination of alarge
number of classesof faults(i.e., containing alarge number of neuronsinthe output layer) will be sgnificantly more
costly interms of computing resources and will have alower coefficient of approximation quality incomparison
with using the set of four independent neura networks solving the limited classification problems on the selected
stages of the salf-test procedure.

Thus, the mogt effective and advantageous solution isthe implementation of acomposite structure of neura
network-based classifier of faults occurring during remote modification of the intelligence of mobile robotsfor
gpace application, conssting of severa neura networks (Figure 2):

* aneural network determining thetypeof fault (NN1);
 aneurd network determining the placeof occurrence of thefault (NN2);
 aneurd network determining thefact of occurrence of more thanonefault (NN3);

 aneural network of periodic diagnostics, operating in the online mode, after the transfer to the FPGA of
the control over the mobile robot for space application (NN4).

Test inputs and responses

NN2 NN3
Eror ype Il ror Pl Eror periodic
cIassifyiFr’I position number ' diagnosis I
9 classifying classifying I 9
FPGA self-testing after
reconfiguration

Recommendations Exclusion of faulty blocks
for reconfiguration from reconfiguration

Fig. 2. Sructure of the fault classifier consisting of four neural networks.

A generdized dgorithmof fault dlassficationisshownin Figure 3.
3.RESULTS

Congder theresultsof studying the operation of a neura network-based classfier interms of itstoleranceto
typel andtypell errors.

To evaluate thetolerance of each neural network to the emergence of atype| error, simulationiscarried
out of the neural network operation when applying to itsinput test vectors not participating in training and
corresponding only to the Stuationswhen thereare no faultsin the diagnosed scheme.

To evaluatethe tolerance of each neura network to the occurrence of atypell error, the smulationiscarried
out of theneural network operation when applying to itsinput thetest vectors not participating in training and
corresponding only to the situationswhen thereisafault of acertaintypein the diagnosed scheme.

Thegraph of dependence of the probability of typel and typell errorsonthe number of neuronsin theinner
layer of NN1isshowninFigure4.
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Fig. 3. Sructure of the fault classifier consisting of four neural networks.
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It can be seenfromthe graphthat NN1 demonstrateshigher resistance to the emergence of atypell error

thanto atypel

error. Giventhe greater sgnificance of theformer for the problembeing solved, it is, of course, a

postivefeature of the neura network determining thetype of fault.

Thegraph of dependence of the probability of typel and typell errorsonthe number of neuronsin theinner
layer of NN2 isshown in Figure5.
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Fig. 5. Dependence of the probability of type | and type Il errors on the number of neuronsin the inner layer of NN2.

The graph showsthat NN2 demonstrateshigher resstanceto atypel error thanto atypell error. A higher
probahility of the occurrence of atypell error isassociated with alarge number of neuronsinthe output layer of
NN2 ascompared with NN 1.

Thegraph of dependence of the probability of typel and typell errorsonthe number of neuronsin theinner
layer of NN3isshown in Figure6.
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Fig. 6. Dependence of the probability of type | and type Il errors on the number of neuronsin the inner layer of NN3.

It can be observed inthegraph that NN 3 also exhibitshigher resstanceto atypel error thanto atypell error.
A higher probability of the occurrence of typel or typell errorsisrelated to the specifics of classification of thefact
of occurrence of morethan onefaullt (to each class, there can correspond morethan one active neuroninthe output
layer of the neura network).
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Based onthe smulation results, we can concludethat the tota probability of atypel or typell error arisng in
the classfication of faults, the place of their occurrence and thefact of occurrence of multiplefaultsisrather large,
and its value cannot be neglected.

To improve thereliability of classification, we proposeto evaluate theresult of work of NN1, NN2 and
NN3 according to the following principle: the classfication isconsidered successful and itsresult istransferred
for further analysis, provided al three neural networks confirm the presence or absence of afault of aparticular
typeinthetested scheme, otherwise, the result of classificationis considered unreliable and, to determine the
circuit state, it isrequired to apply additional methods of testing, such as deterministic methods of exhaustive
search of input actions, etc.

Withthis approach, considering the probability of type | and typell errorsin the operation of NN1, NN2
and NN3 independent of one another, thetotal probability of anerror of typel or |1 will be calculated fromthe
expresson:

Ps = P P," Py, (13
where P, isthe probability of occurrence of anerror of typel or Il inthe operation of NN1,

P, isthe probability of occurrence of anerror of typel or Il in the operation of NN2,

P, isthe probaility of occurrence of anerror of typel or Il intheoperation of NN3.

The graph of dependence of thetotd probability of anerror of typel or 11, in accordance with the expression
(13), isshowninFigure 7.
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Fig. 7. Dependence of the total probability of typel or Il errors on the number of neuronsin the inner
layer of neural networks included in the neural network-based classifier.

It canbe concluded fromthe above graph that, when evaluating the performance of aneura network-based
classifier according to the proposed principle, thevalue of thetota probability of errorsof typel or Il iswithinan
acceptablerangefor the class of problemsbeing solved [5-7].

Neural network NN4 of the periodic diagnostics of thecircuit state

For the periodic diagnostics of thestate of the circuit, it is proposed to useaneural network that determines
thetype of the arising fault (smilar to NN1). Thus, such diagnosticswill not require significant time and energy
costsand may be carried out at predetermined periods of operation of mobile robotsfor space application, not
requiring carrying out critical control tasks, for example, during battery recharging.

The periodic diagnostics of the state of the circuit, after the transfer of control toit, isintended to provide
additional control over the gppearance of mafunctionsduring operation. The periodic diagnogtics should solvethe
problem of revealing the fact of malfunction. The problem of localization of the place of afault or faults must be
solved within theframework of aself-test procedure whichislaunched after the transfer of control to the backup
FPGA onthebasisof detection of afault at the tage of periodic diagnostics.
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Inthiscase, it isimportant that the periodic diagnostics should not require considerabletime and energy costs,
because generdly it needsto be carried out substantially more often than the self-test procedure.

Based on theseconsderations, for the periodic diagnostics of the circuit condition, it isproposed to usea
neural network that determinesthetype of the occurred fault that hasthe smplest structure and exhibits higher
redstance to theemergence of typell errorsthantypel errors. When an error isdetected at the stage of periodic
diagnogtics, aself-test procedure should be performed for the circuit that providesresistance to theerrors of type
landll.

Periodic diagnosticscan be carried out at certain stages of functioning of mobile robotsfor space application
that do not require implementation of critical control tasks, for example, whilerecharging the batteries.

4. CONCLUSON

The proposed structureof the hardware-reconfigurable digital module of intelligent control of mobilerobots
for spaceapplication isdesigned to enhance survivability and autonomy of mobile robotsby using the technologies
of remotemodification of intelligence based on reconfiguration of hardware, implemented on the basisof FPGA.
The developed concept combinesthe useof methodsand technologiesof artificid intelligence and thereconfiguration
capabilities of the FPGA hardware platform, including partial reconfigurationin rea time asameansto deal with
the environment uncertainty. The practical implementation of thisconcept involvesselective useof certaintechnologies
of knowledge processing depending on the specifics of the problems being solved, the festures of the object being
controlled, itsfunctional purpose, operating conditions, etc. The application of the developed technologieswill
enhancethe efficiency of use of mobile robotsfor spaceapplication and, asaconsequence, reducethe costsof the
pace missons.

The developed structure of thereconfiguration controller, performing neural network-based classfication of
faults occurring during remote modification of intelligence of mobile robotsfor space application, will increasethe
efficiency of the diagnostic support of mobilerobots, sinceit iscapable of changing diagnostic models at low
hardwarelevels, thusproviding great flexibility of diagnostic dgorithms and their adaptation to complex types of
malfunctionsand failuresthat can occur in mobile robots for space application.

The developed software-agorithmic support of the reconfiguration controller providesareliable solutionto
the problem of repairing thefaults, occurring in the process of remote modification of intelligence of mobilerobots
for space application, by identifying thetype of the occurred fault, the place of its appearance, aswell asthe fact
that more than onefault occurred.

5. ACKNOWLEDGEMENTS

Thiswork wascarried out with thefinancia support of the Ministry of Education and Science of the Russian
Federation in the framework of Agreement No. 14.574.21.0102, 08.09.2014, the unique identifier is
RFMEF157414X0102.

6. REFERENCES

1 Moubarak, P, & Ben-Tzwi, P. (2012). Modular and Reconfigurable Mobil e Roboti cs. Roboticsand Autonomous Systems,
60(12), 1648-1663.

2 Mez T.,Rudd, P, & Wzorek, M. (2006). Control Sysem Framework for Autonomous Robots Based on Extended State
Machines. In International Conference on Autonomic and Autonomous Systems (ICAS 06), Silicon Valley, California,
USA, July 19-21, 2006. | EEE Computer Society.

3 Aitken, J, Veres, S, & Judge, M. (2014). Adaptation of System Configuration under the Robot Operating System. In
19th IFAC World Congress, Cape Town, South Africa, August 24-29, 2014 (pp. 4484-4492).

4. Hernandez, C., Bermgo-Alonso, J,, Lopez, 1., & Sanz, R. (2013). Three Patternsfor Autonomous Robot Control Architecting.
In The Fifth International Conference on Pervasive Patternsand Applications PATTERNS (pp. 44-51). IARIA.



Study of Typel and Typell Errors Occurring in the Automatic Fault Detection after Remote Reconfiguration... 71

5

10.

14,

16.

17.

B R

24,

Asha, R.,, Bowrna, P, & Mhaboobkhan, F. (2013). Implementation of Feed forward Neural network Using Layer
Multiplexing for Effective Resource Utilization in FPGA. International Journal of Research in Engineering and
Advanced Technology, 1(2).

Karthikeyan, A., & Rajeswaran, N. (2012). Design and Implementation of Multiple Fault Diagnosison VLS Circuits
UsingArtificial Neural Networks. International Journal of Advancesin Engineering & Technology, 3(2), 685-695.
Valdes, A., Khorasani, K., & Liying, Ma. (2009). Dynamic Neural Network-Based Fault Detection and I solation. InW.
Yu., H. He, & N. Zhang (Eds.), Advancesin Neural Networks—ISNN 2009 (Vol. 5553, Part 3, pp. 780-793). Berlin,
Heidelberg: Springer-Verlag.

Gige, G, Kandemir, M., & Dzid ki, J. (2008). Graphica Mission Specification and Partitioning for Unmanned Underwater
Vehides. Journal of Software (JSW), 3(7), 42-54.

Sutton, R.S,, & Barto, A.G (1998). Reinforcement Learning: An Introduction. MIT Press.

Gokhale, M., Graham, P, Wirthlin, M., Johnson, D.E., & Rallins, N. (2006). Dynamic Reconfiguration for Management of
Radiation-Induced Faultsin FPGAS. International Journal of Embedded Systems (1JES), 2(1/2).

Balchini, C., Midle A., & Santambrogio, M.D. (2007). TMR and Partial Dynamic Reconfiguration to Mitigate SEU faults
in FPGAS. In DFT’ 07. 22nd | EEE International Symposiumon Defect and Fault-Tolerancein VLS Systems (pp. 87-
%)

Ivchenko, V., Krug, P, Morozova, T., Ogtroukh, A., & Pavdyev, S. (2014). TheRemotey Reconfigurable Intel ligence of
the Space-Based Mohile Robot. Journal of Engineering and Applied Sciences, 9, 389-395.

Al-Jumach, A.A., & Ardan, T. (1998). Artificial Neural Network Based Multiple Fault Diagnosisin Digital Circuits. In
1998 IEEE Conference Paper (Val. 2, pp. 304-307).

Al-dumach,A.A., Alkadim, H., & Ardan, T. (1997). Functional Fault Diagnosisof Mixed Analogue/Digital Circuit Boards
UsingArtificial Neural Networks. In Proceedings of the |ASTED International Conference, Control ' 97, Mexico (pp.
243-247).

Kagle, B., Murphy, J., Koos, L., & Reeder, J. (1991). Multi-Fault Diagnosis of Electronic Circuit Boards Using Neural
Networks. In [JCNN International Joint Conference on Neural Networks, San Diego, CA, USA, June 17-21, 1990
(Vol. 2, pp. 197-202).

Kagle B., & Murphy, J. (1990). Neura Network Diagnos sof Multiple Fault Conditionsin Electronic Circuit Boards. In
Proceedings of the 1st Workshop Neural Networks Academy/Industrial/NASA/Defence, Auburn University, June 17-
21, 1990.

Manikandan, V., & Devargjan, N. (2007). SBT Approach towardsAnal og Electronic Circuit Fault Diagnoss. Activeand
Passive Electronic Components, 2007, Article 1D 59856.

Aminian, M., & Aminian, F. (2000). Neural-Network Based Anaog Circuit Fault Diagnos sUs ng Wavd et Transform as
Preprocessor. IEEE Transactionson Circuitsand Systemsl|, 47(2), 151-156.

Wiiltnan, W. (1991). SignatureAnalysis: A General Neural Network Application in ProcessMonitoring. In SME Conf.
Neural Network Applications for Manufacturing Product / Process Control, Novi, Mich, USA, April 1991.

Naidu, S.R., Zdfiriou, E., & McAvay, T.J. (1990). Use of Neural Networksfor Sensor Failure Detection in a Contral
System. IEEE Control Systems Magazine, 10(3), 49-55.

Sorsa, T., & Koivo, H.N. (1993). Application of Artificial Neural Networks in Process Fault Diagnosis. Automatica,
29(4), 843-849.

Dubey, P, & Kumar, M. (2010). An Advanced Automatic El ectronic Diagnosis System. SJJPSET, 1(1), 27-31.

Ruan, S., & Zhou, Y. (2009). Dynamic Multiple-Fault Diagnosi swith Imperfect Tests. IEEE Transactionson Systems,
Man and Cybernetics, Part A: Sysemsand Humans, 39(6), 1224-1236.

Satish, K. (2007). Neural Network: A Classroom Approach (2nd ed.). TataMcGraw-Hill Education.

Andrgevic, M., & Litovski, V. (2004). ANN Application in Electronic Diagnosis— Preliminary Results. In Proc. 24th
International Conference on Microelectronics (MIEL 2004), May 16-19, 2004 (Val. 2, pp. 597-600).

Stopjakova, V., Maosek, P, & Nagy, V. (2006). Neural Network-Based Defect Detectionin Analog and Mixed IC Using
Digital Signa Preprocessing. J. Electrical Engineering, 57(5), 249-257.

Sridhar, K.P, Vignesh, B., Saravanan, S, Lavanya, M., & Vaithiyanathan, V. (2014). Design and Implementation of Neural
Network Based circuitsfor VLS| Testing. World Applied Sciences Journal, 29, 113-117.



This document was created with Win2PDF available at http://www.win2pdf.com.
The unregistered version of Win2PDF is for evaluation or non-commercial use only.
This page will not be added after purchasing Win2PDF.



