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Abstract: Pattern mining extends constructive tools for exploration and analysis of data. Copious efficient algorithms 
are available to discover various types of patterns from large datasets. Challenge lies in identifying patterns that are 
interesting to users. Data mining expertise and effort are a must for existing approaches, thus making it difficult for 
typical domain experts. To address this, a generic Frequency Based Ranking Method (FBRM) is introduced for ranking 
user-specific pattern. FBRM aims to rank user preferred queries by calculating the weight based on the frequency 
of occurrence of the queries. It provides the personalized or preferred results by reweighting the relevant results in 
accordance with user’s interest. When the user issues the query, the search engine retrieves the set of results. From 
which, top K frequent patterns are selected and it serves as the initial input to the FBRM. The proposed FBRM includes 
certain functionalities to extract the relevant result for personalized search. Experiment and analysis shows that proposed 
FBRM is more accurate in predicting user preferences and prove to be efficient when compared to existing ranking 
methods such as Personalized Reranking Algorithm (PRA) and Ranking Model Adaptation Framework (RMAF). The 
ranking result of the proposed FBRM provides higher values for F-measure, Precision, and Accuracy.
Keywords: Pattern mining, FBRM, Frequent patterns, Ranking.

IntRoDuctIon1. 
The increase of searchable information on the web has made ranking an essential component of information 
retrieval systems. Preference to the search tool is based on the quality of ranking order. The task of ranking 
is to collate the retrieval results as per the given criteria of providing most relevant documents to user needs. 
Information Foraging Theory states, people must assess the relevance or efficacy of information based on existing 
cues, like bibliographic citations, abstracts, keywords, titles, etc. Ranking predicts how the relevance of a set of 
documents to a given query is judged by users. The perception is that ranking is viewed as a subjective service 
which is strongly related with specific users. For example, user Xa is interested in locating the most classical 
paper in a specific domain in an attempt to understand the source and fundamental problem description. While 
the other user Xb is keen to identify the most recent publications to determine recent research trends and new 
findings. Though both users issue the same query, they have diverse preferences (Xa focus the number of citations 
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feature while Xb focus the date feature). Subsequently, we need a customizable ranking mechanism to better 
serve users with diverse interests.

To discover user preferences through log mining, web server logs serves as a significant resource. Log 
mining is extensively used in Web personalization, recommender systems, and Web site design and evaluation 
[1-3]. Information like IP addresses, time stamps, and requested pages can be extracted from Web logs, which is 
in turn applied in Web application to deduce hidden user feedbacks such as motivations, goals and preferences. 
Considerable research to study hidden feedback to improvise ranking has been done to log mining and machine 
learning technologies [4-6]. Some ranking methods taken for discussion are as follows.

In search engines, documents are ranked by applying machine learning technology [4-5]. To train ranking 
models and globally optimize the search results, click stream data extracted from search engine query logs are 
used. They are useful for static ranking and to show an increase in relevance compared to Page Rank, Rank Net, 
an algorithm based on neural network back-propagation, is trained on the web page features [4].

Personalized ranking research has focused on “personalization vector” of the PageRank algorithm in 
recent times. Based on URL features, User profiles are used to find a geographically biased PageRank [6]. 
Papers focusing on the scalability and performance of personalized PageRank algorithms using graph-mining 
methods to generate personalized views of document importance do exists [7]. Algorithms taken for survey 
present a resounding perspective on personalization. Expanding this to a large number of categories is difficult, 
since these algorithms require a pre-computed set of ranking scores for each category. Preference learning [8], 
a research area encompassing several tasks related to learning preferences within the field of machine learning 
is widely used. An instance of the object ranking problem acquires ranking functions from sample orders [9]. 
To improve the top results of search engines, a number of general heuristics were developed in the recent works 
[9-10]. Methods that specifically target object ranking algorithms exploit probabilistic models of a document 
collection or relations between documents [11-12]. A theoretical analysis of query complexity of active object 
ranking has been presented recently [13].

Web systems utilize the User Relevance Feedback to interpret the user’s information needs. Vector 
space model computes the similarity between the query and the document and is based on the terminological 
overlap between them [14]. Relevance Feedback requires the user to classify the documents in to relevant and 
irrelevant groups. Rocchio algorithm is used to expand the queries from the feedback thus obtained. Users are 
generally reluctant to provide information on whether they are interested with a particular document or not, so 
relevance feedback is not satisfying mechanism to fulfill the user needs. Historical query logs are learned and 
from which the results are optimized so that user intended pages are ranked higher. Queries from the logs are 
clustered using the similarity function and the sequential patterns from the selected web pages are captured 
and based on the patterns the results are re-ranked[15]. Similarly the frequent phrases from the past queries are 
obtained using frequency mining based algorithm and accordingly the appropriate results are re-ranked [16]. 
In [14][17], various web mining techniques are widely used for search result personalization. Weighted URL 
Ranking algorithm is used to rank the web search results based on the features extracted from hyperlinks, anchor 
terms and user interested domains. The retrieved results from the search engines are weighed according to the 
occurrence of tokens and are again weighed in accordance with the user interested domain and the same are 
retained for re-ordering the results according to the match with the query weight. However effective Weighted 
URL Ranking algorithm, to achieve fully visualized pattern in Web search practice, there are still several 
challenges in applying the principles. However, such work has not modeled the preferences for each individual 
user to provide personalized ranking.

In this work, we propose a personalized Frequency Based Ranking Method (FBRM) using web log mining 
results of a large-scale AOL’s research team. The solution is based on the observation that a user’s personalized 
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frequency which can then be decomposed into a set of unit preferences, each of which is placed on specific data 
features. From click stream data harvested from Web logs, we periodically compute and update user preference 
vectors in a given feature space so that the ranker can always be used to describe a user’s needs as exhibited in 
recent logs. This work proposes a personalized FBRM to improve the accuracy in predicting user preferences. 
The patterns of user click stream history that indicate users’ subjective judgments of document relevance and a 
method of efficiently extracting and summarizing user preferences from large volumes of Web logs are identified. 
The results of extensive experiments on a real-world data of AOL’s research team are presented to show the 
applicability and quality.

PRoPoSeD FRequency BASeD RAnKIng MethoD (FBRM) MethoDoLogy2. 
The impulsive growth of information on the internet has attracted an enormous variety of users. Though the 
search engines present a well organized way to search the relevant information from the web, results acquired 
might not always be helpful to the users, as it fails to identify the user intention behind the query. A query means 
different things in varying context and the user alone can interpret the anticipated context. The web users are 
not satisfied with the search results in spite of recent development on web search technologies. Therefore, the 
requirement arises to have personalized web search system which could produce output as highly ranked pages 
suitable to the users. A personalized web search has various levels of efficiency for different users, queries and 
search contexts.

To solve the problem of search result personalizatione this problem, various web mining techniques are 
used [18]. Weighted URL Ranking algorithm ranks the web search patterns based on the features extracted from 
hyperlinks, anchor terms and user interested domains. The patterns results are weighed as per token occurrence, 
and in accordance with the user interested domain, the same are retained for re-ordering the results according to 
the match with the query weight. Though effective, Weighted URL Ranking algorithm still has several challenges 
in applying principles, to achieve fully visualized pattern in Web search practice. First, a user session may contain 
more than two queries, but the principles formulated focus only on two queries. Second, given a query and its 
patterns, there might be multiple principles applicable, there exists problem in jointly executing it. Third, user 
sessions contain rich information. Factors like the positions of the documents returned by the search engine, the 
terms shared by the current query and the previous, etc., may all be helpful in ranking documents. Incorporation 
of these factors into a ranking model remains a challenge. However, the problem of identifying user interested 
patterns is yet to be addressed. The Weighted URL Ranking algorithm ranking is done based on consideration 
of the features extracted from hyperlinks and not for patterns.

Problem formulation: A pattern consists of a description p and the subset of S defined by this description. In this 
paper work focus on the one particular pattern mining setting that is Subgroup Discovery. Subgroup Discovery 
is a supervised pattern mining task concerned with finding subsets of a dataset that have a substantial deviation 
in a property of interest as compared to the entire dataset, with a strong emphasis on obtaining comprehensible 
descriptions. Formally it is defined as follows. Let A = {A1, ..., A1 - 1; A1} denote a set of attributes, where each 
attribute Aj has a domain of possible values Dom(Aj). Then a session S = (s1, ..., sn) Õ Dom(A1), ..., Dom(Al) is 
a bag of tuples over A. The attribute A1 is a binary target attribute, i.e. the property of interest, while the other 
attributes are description attributes. A subgroup description p is a conjunction of boolean atoms over description 
attributes, e.g. A1 = a Ÿ A2 > 0. The Subgroup Discovery problem is defined as follows: given a session S, a 
quality measure Weight of pattern (WFP), and an integer SOD(K), find the set of Wp highest-quality subgroups. 
Rely on the following assumption to define the problem: for a given session S and a Frequent pattern FP, there 
exists a ranking R of all Frequent patterns in FP according to their subjective interestingness for the current user, 
i.e. pi f pj implies that the user considers the frequent pattern fpi more interesting than fpj. Also assume that R is 
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consistent with the structure in session S and FP, i.e. that relative positions of frequent patterns are determined 
by their observable properties. Obviously, the user cannot generate the entire ranking R explicitly. According 
to their relative interestingness, small sets of patterns could be ranked. The problem is then defined as follows: 
given a session S and a set of sample pattern rankings F fully consistent with R, learn a ranking function R over 
frequent patterns in P so that the learned ranking is maximally consistent with R. The number of sample rankings 
that the user has to explicitly provide, i.e. user effort, has to be minimized.

Frequency Based Ranking Method (FBRM)
In the proposed FBRM weight values are computed for each patterns, discovered from Enhanced Fuzzy Apriori 
Algorithm (EFAA). Here weight values are computed by using both frequent patterns FP = {fp1, ..., fpj} and each 
user session S = {s1, ..., si} .The FBRM ranks user preferred queries of user specific pattern ranking functions, 
where a user ranks small sets of patterns and a general weight based Frequency ranking function is inferred from 
this work by conventional ranking methods. Present a general framework for learning pattern ranking functions 
and propose a number of active learning heuristics that aims at minimizing the required user effort. The proposed 
Personalized FBRM ranks the query from users and provides the personalized or preferred results by reweighting 
the relevant results in accordance with user’s interest. When the user issues the query the search engine retrieves 
the set of results. From the results retrieved top K frequent patterns are selected and it serves as the initial input 
to the FBRM. The proposed Frequency Based Ranking Method (FBRM) includes the following functionalities 
to extract the relevant result for personalized search.

1. Set of documents that matches the user query is fetched from the search engine.

2. The terms in the initial set of documents are preprocessed and, minded frequent patterns using EFAA.

3. The result set of frequent pattern is ranked based on computed weight of pattern value.

4. Pattern analysis is done based on the Weight of the pattern (WFP)

In the previous stage, we extract all the frequent patterns as preferred user patterns. However, there are 
too many preferred user patterns and it is difficult for users to browse all the candidates. Therefore, a ranking 
mechanism is needed for these user query patterns. For this purpose all these user query patterns are ranked by 
their frequencies. Frequency Based Ranking Method (FBRM) is developed for ranking user preferred queries 
by calculating the weight based on the frequency of occurrence of the queries.

Weight of pattern: The top K Frequent patterns from the web server are analysed for each term WFP measure 
is computed and the same could be retained in the Wp store. Frequent Patterns are sorted based on the WFP value 
measured and from this the top N Frequent patterns with higher weights are used for further processing and it is 
considered as important Frequent patterns, thus results as user preferred query. From the above Frequent patterns 
set, the identical Frequent patterns in all documents are collected and their weights are added up and from the 
outcome the higher weighted terms are again selected for building the personalized user preference.

 Weight of the pattern (WFP) = No. of occurrence/Sum of distance (1)

 SOD(K) = Sum of distance = p i p i
i

( ) ( )+
=

-

Â 1
1

N 1

 (2)

here p is the position in a session S. The user preferred query frequent pattern score(PUQFP) is calculated by 
the summation of the edit distance of each frequent pattern in the dataset to the closest one in the top result. 
The score is normalized by the summation of the edit distance of each frequent pattern to the closest one in the 
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dataset. The larger the weight value score is, the more representative the result list. Here merge the User sessions 
and ranking patterns we find a Prefer User Query Frequent patterns (PUQFP).

Algorithm description: In this section present an Frequency Based Ranking Method (FBRM) algorithm for 
learning a frequent pattern ranking function (Algorithm 1). It receives a collection of frequent patterns FP and 
user session log S as input. A standard Enhanced Fuzzy Apriori Algorithm (EFAA) can be used to mine the 
frequent patterns of user session S. It is initially ranked according to an objective measure (Wp). In practice, any 
measure can be used, e.g. coverage. This ranking is referred to as the source ranking and computed based on the 
FP results. At each iteration a subset of frequent pattern FP is shown to the user and ranked by her according 
to the subjective interestingness of the frequent patterns. Ranked sets of frequent patterns are used as training 
data for a ranking function. The computed ranking function can then be used to rank the input sessions as well 
as to score unobserved patterns.

Frequent Pattern representation (Line 2): In order to apply FBRM Algoitrhm , frequent patterns (FP) are 
represented as vectors of numeric features. Frequent Pattern features have to capture properties that make patterns 
interesting to a user.

FBRM learning (Line 4): Query selection methods select sets of patterns that will be shown to the user. 
Assuming that the query size is fixed, the goal is to minimize the number of queries required to attain a certain 
ranking accuracy. The methods take into account such factors as the current estimated quality of a pattern, the 
estimation uncertainty, the diversity of the query, or the structure of the data. Here in additon Ranking value is 
also computed using WFP.

Prefered query frequent pattern format: A user provides her Prefer User Query Frequent patterns (PUQFP) 
in the form of rankings. For example, if the query is {q1, q2, q3} the PUQFP implies that q3 based pattern the 
most interesting frequent pattern, and q2 based pattern is the least interesting frequent pattern. This PUQFP 
format is computationally more expensive for a user than graded PUQFP, i.e. assigning scores from a predefined 
scale. However, argue that it has two advantages relevant to the iterative setting. First, it requires neither a deep 
understanding of the scale by a user, nor a thorough scoring function. Second, graded PUQFP can be converted 
to the ordered format, albeit at a cost of reduced granularity.

Learning rankings (Line 6) Ranked queries, i.e. sets of frequent patterns that are ranked by the user according 
to their Weight of the pattern (WFP), are used as training data for an object ranking algorithm. It learns a ranking 
function R that returns a number for any possible queries as PUQFP. Any freqeunt pattern can be scored using 
R, therefore the ranking function is essentially a general important factor measure.

Stopping criteria (Line 7) Stopping criteria can consider marginal effects of additional queries on the learned 
ranking or limit the maximal user effort. In the simplest case, the user manually stops the algorithm, as soon as 
she considers her information need satisfied.

Algorithm 1: Frequency Based Ranking Method (FBRM)
Input: user Sessioned logs S, Discovered frequent Pattern (FP = fp1, ..., fpn)

output: Ranking Function (R) for frequent Pattern (FP) over S

1. PUQ = f, R = Source Ranking (WFP)

2. FPV = Convert to Vector (FP, S)

3. Repeat
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4. q = select query (FPV, R)

5. PUQ = PUQ » get (PUQFP)

6. R = Learn Ranking Function (FPV, PUQ)

7. Until stopping criterion is met 

8. Sort and return R

9. Results PUQFP

SIMuLAtIon ReSuLtS3. 
The evaluation of proposed FBRM is compared to existing ranking methods such as Personalized Reranking 
Algorithm (PRA) and Ranking Model Adaptation Framework (RMAF). FBRM is evaluated for frequent itemset 
mining and is compared to the existing methods such as PRA, RMAF methods. The study of personalized ranking 
helps to find the way to create the framework for ranking the web results based on user search behaviour in [19-
20]. The concepts in [19-20] help to study in case of how to maintain the user search history and web directories 
in order to analyse it for user satisfactory results. The dwell time metric and other web based evaluation of user 
interests is obtained from [13] and to mine the user tasks based on several web based metrics.

The various concepts of ranking methods are studied from the literature discussed in introduction and that 
also tells a way to rank effectively to prioritize the web results. The idea of personalization of user search is 
studied in the previous work. Thus previous studies [19-20] clearly provides an idea to explore the personalize 
user search behaviour effectively and dynamically rank web results. So it used for proposed work comparison 
since the proposed FBRM is experimented and evaluated to dynamic web log session. AOL’s research team has 
published a huge data collection of 20,000,000 search queries from 650,000 users sampled over three months for 
the public to see, dig around and analyse. This collection consists of ~20M web queries collected from ~650k 
users over three months. Where the data is sorted by anonymized user id: The data set includes (UserID, Query, 
QueryTime, ClickedRank, and Destination DomainUrl). The goal of this collection is to provide a real query 
log based on users. In initial stage, preprocessing is done to reduce the repetition of the queries for same users. 
The preprocessed dataset is categorized into four dataset D1, D2, D3 & D4 for testing purpose.

Characteristics of each test data set are shown Table 1.

table 1 
testing data sets

Name Number of Samples Number of sessions Average session length
D1 3000 64 46.9
D2 2500 55 46.5
D3 4000 116 34.5
D4 5000 151 33.1

In order to measure the performance accuracy of the ranking methods, F-measure, Precision, and accuracy 
are used.

F-measure: The mean average value of precision and recall results of test sequence is named as the F-Measure. 
The precision is defined as the percentage of the truly identified web session correctly to the entirety number of 
estimated web session. The recall is defined as the percentage of truly identified web session correctly, so the 
F-measure is defined as follows:
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 F-measure = 2 ¥ ¥
+

precision recall
precision recall

 (3)

The following Figure 1, Figure 2 and Figure 3 illustrates the pattern analysis results of the ranking methods 
for, Precision, F-measure and Accuracy. By Merging the User sessions and frequent patterns, Preferred User 
Query patterns are ranked. The ranking result of the proposed Frequency Based Ranking Method (FBRM) 
provides higher values for, Precision, F-measure, and Accuracy. The proposed FBRM is compared to existing 
ranking methods such as PRA and RMAF.

Figure 1: Pattern evaluation graph of ranking methods under precision

Figure 2: Pattern evaluation graph of ranking methods under F-measure
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Figure 3: Pattern evaluation graph of ranking methods under accuracy

Table 2 shows the pattern analysis results of the ranking methods for F-measure, Precision, and Accuracy. The 
ranking result of the proposed Frequency Based Ranking Method (FBRM) provides higher values for F-measure, 
Precision, and Accuracy. The proposed FBRM is compared to existing ranking methods such as PRA and RMAF. 
Table 2 shows that the proposed FBRM achieves 91.56193% F-Measure, existing RMAF and PRA methods achieves 
87.7358% and 84.24093% F-Measure respectively. Also, proposed FBRM achieves 92.04573% Precision, existing 
RMAF and PRA methods achieves 89.69983% and 85.95163% Precision respectively. The proposed FBRM 
achieves 93.54015% accuracy, existing RMAF and PRA methods achieves 89.54423% and 87.6538% accuracy 
values respectively. From the results it concludes that the proposed FBRM performs better for all parameters.

table 2 
evaluating the effectiveness of ranking methods

Dataset Ranking methods
Parameters (%)

F-Measure Precision Accuracy
D1 PRA 83.4827 85.036 85.0035

RMAF 85.5326 87.932 87.539
FBRM 89.3821 90.255 91.475

D2 PRA 83.21 84.989 86.722
RMAF 87.2626 89.3311 90.152
FBRM 91.499 92.0113 93.944

D3 PRA 83.581 87.1715 89.2176
RMAF 88.313 90.7625 89.9276
FBRM 91.7906 92.6323 93.6516

D4 PRA 86.69 86.61 89.6721
RMAF 89.835 90.7737 90.5583
FBRM 93.576 93.2843 95.09

All PRA 84.24093 85.95163 87.6538
RMAF 87.7358 89.69983 89.54423
FBRM 91.56193 92.04573 93.54015
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Figure 4: Pattern evaluation graph of ranking methods under study

Figure 4 illustrates the pattern analysis results of the ranking methods for F-measure, Precision, and Accuracy. 
By Merging the User sessions and frequent patterns, Preferred User Query patterns are ranked. The ranking result 
of the proposed Frequency Based Ranking Method (FBRM) provides higher values for F-measure, Precision, 
and Accuracy. The proposed FBRM is compared to existing ranking methods such as PRA and RMAF. Figure 5 
shows that the proposed FBRM achieves 91.56% F-Measure which is higher by 3.83% and 7.32% when compared 
to RMAF and PRA methods respectively. Also, FBRM achieves 92.06% Precision which is higher by 2.34% 
and 6.09% when compared to RMAF and PRA methods respectively. The proposed FBRM achieves 93.54% 
accuracy, which is higher by 3.99% and 5.88 % when compared to RMAF and PRA methods respectively.

concLuSIon AnD FutuRe WoRK4. 
In FBRM, user sessions and frequent patterns are used for ranking users preferred query patterns. A general 
weight based frequency ranking function is inferred from this work by conventional ranking methods. The 
proposed personalized FBRM ranks the query from users and provides the personalized or preferred results by 
reweighting the relevant results in accordance with user’s interest. For this purpose, here user preferred query 
frequent pattern score is calculated by the summation of the edit distance of each frequent pattern in the dataset 
to the closest one in the top result. The score is normalized by the summation of the edit distance of each frequent 
pattern to the closest one in the dataset. The larger the weight value score is, the more representative the result 
list. The ranking results of the proposed Frequency Based Ranking Method (FBRM) prove to be efficient when 
compared to existing ranking methods such as Personalized Reranking Algorithm (PRA) and Ranking Model 
Adaptation Framework (RMAF). Directions for future work include investigating the effect of coarse-grained or 
noisy feedback on learning performance, learning preferences over sets of patterns instead of individual patterns, 
and shifting from the pool-based active learning to query synthesis, i.e. directly mining patterns for queries. A 
user study is required to evaluate the practical applicability of the proposed framework.
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