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1. INTRODUCTION 

Features are important. Many Computer Vision technologies, such as object recognition, employ 
feature descriptors at their core. With a huge increase in the number of low power and hand-held 
devices, which have the ability to capture images, the need for fast, robust, and resource-efficient 
feature descriptors is increasing. This advancement has augmented with tremendous research 
advancements for reliable and rapid feature detectors and descriptors in the past decade. In this 
paper, we present a brief literature study of seven feature detector and descriptor algorithms that 
made a huge impact in computer vision and image processing. Images Feature, or simply, Features 
are the pieces of information from an image, which are relevant to solve a particular computational 
task. Features play a vital role in Object Recognition. There can be a plethora of features in a single 
image, but the job of an efficient algorithm is to identify a minimum number of features that can 
help describe and match a particular image. These minimum numbers of features are considered as 
key features. 

To be seen as a potential feature, it should possess some characteristics, such as - Repeatability, 
Distinctiveness, and robust to image transformations. Before discussing further, there is a need to 
identify the two types of features - Global Features and Local Features. In Global features, the 
contents of an image are described as a whole, thereby producing fixed-dimensional feature vectors 
[13]. However, global features are limited only to large-scale scenarios and fail in those scenarios, 
which require matching the image based on individual features in the image. Local features attempt 
to overcome this limitation by finding a representation that is invariant to image transformations, 
robust to noise, and helps identify an individual image based on its local content. Object 
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recognition involves Feature Detection, Feature description, and feature matching. There is a 
difference between feature detection and description; a feature detector identifies interest points in 
an image, which are typically either corners or centers of blob-like structures, and to match these 
points across images, we need descriptors. Descriptors are feature vectors around a particular 
interest point that help us identify the information from a pixel of interest. 

The best place to start our discussion is, perhaps, with SIFT. Proposed by Lowe in 2004, SIFT 
has inspired many future detectors and descriptors and considered as the de facto go-to for many 
years. Even at present time, SIFT ranks high regarding performance and every new detector’s 
performance, that was proposed in recent years, is compared with SIFT. The only limitation with 
SIFT is the use 128-dimensional feature vector, this reduces the performance of SIFT regarding 
speed and makes it less useful for real-time applications [9, 10, 11]. 

To overcome this limitation, SURF is introduced by Bay et al. in 2006, which attempts to 
address the performance issue of SIFT. SURF is fast and robust. Still, its 64-dimensional vector 
makes it less applicable to emerging technologies like SLAM [1, 5, 7, 9]. These performance issues 
in SIFT and SURF have motivated to introduce new feature descriptors that work on binary 
patterns; such as FAST, BRIEF, ORB, BRISK, and FREAK. Each of these algorithms attempts to 
address the performance issues in SIFT and SURF while designing a robust and transformation-
invariant feature descriptor. 

Many surveys and literature reviews have been conducted to evaluate these state-of-the-art 
descriptors during the past decade [9, 11, 14]. In this paper, we study these surveys and discuss the 
results briefly. 

The paper is organized as follows: In the section that follows we study and discuss non-binary 
local descriptors SIFT and SURF. In section 3, we briefly discuss binary descriptors. Section 4 
consists of the brief discussion on the previous survey results from [9, 11, 14]. We conclude this 
paper in Section 5. 

2. NON-BINARY DESCRIPTORS: OVERVIEW OF SIFT AND SURF 

2.1 SIFT 

SIFT is a local image detector and descriptor proposed by Lowe in [8]. Unlike the previous work 
by Harris in [14], features extracted by SIFT are scale-invariant. The features are also invariant to 
rotation and contrast. The four stages of SIFT are: 

1. Scale-space peak selection 

2. Keypoint localization 

3. Orientation assignment 

4. Keypoint description 

The first stage uses Difference of Gaussians (DoG) to identify the potential keypoints. Based on 
the work of [15], which suggests finding candidate points from the local minima and maxima in a 
Laplacian of Gaussian (LoG) [16]. Inspired by this idea, Lowe has approximated the Difference of 
Gaussian (DoG). 
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A Laplacian of Gaussian (LoG) is obtained by applying Gaussian Convolution G, to the Image 
I. Where s in the below equation denotes the scale. The Difference of Gaussian (DoG) is computed 
by taking the difference of two adjacent scales separated by a constant multiplicative factor k in 
each octave (as shown in figure 1). 

 L(x, y, s) = G(x, y, s) ∗ I(x, y) 

 D(x, y, s) = (G(x, y, ks) - G(x, y, s)) * I(x, y) 

  = L(x, y, ks) - L(x, y, s) 

In the next step, the keypoints are localized by finding local extrema, in scale and space, in the 
DoG images. A keypoint is considered as a stable point iff it is an extrema (as shown in figure 2), 
hence, eliminating the keypoints which are spatially unstable. Outliers are rejected by taking the 
Taylor series expansion of DoG as explained in [17]. Further, those keypoints that are unstable in 
scale and space are limited using the ratio of eigenvalues of the Hessian matrix. Rather than taking 
the eigen values (E) directly, the authors considered the ratios of Trace and Determinant of the 
below matrix to check principle curvature. 

  

 E = 
 

 

 

Dxx Dxy 

Dyx Dyy 
H = 

Figure 1: A Gaussian filter is repeatedly applied to the 
image at different scales, producing a Gaussian convoluted 
image, which is shown in the left-bottom corner in above 

figure (colored in yellow). A difference is obtained between 
each consecutive scale layer of convoluted image, as shown 
in the right-bottom corner of the above figure (colored in 
green). After each octave, the convoluted image is scaled 

down by a factor of 2 [8]. 

Figure 2: A pixel is selected from an octave of 
the convoluted image and it is compared for 

local extrema with the 8 surrounding pixels and 
also with pixels at the adjacent scales. 

Therefore, a pixel is compared with 26 pixels [8].
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The next step is Orientation Assignment. In this step, a principle orientation is assigned to each 
keypoint; while considering the direction of keypoint, the coordinates of descriptor and orientations 
of the gradient are rotated. In  the final step, a feature vector for a keypoint descriptor is generated 
on regions of size 4 consisting of 8 bins each, by considering every potential feature in a 16 X 16 
region (as shown in figure 3). As a process of Object recognition, the keypoints are matched 
individually with the database [8]. All  

 
Figure 2: A keypoint descriptor is generated on a 4x4 regions consisting of 8 bins  

each by considering the orientation of every feature in a 16x16 region [9].  

candidate keypoints are compared with the nearest neighbors and the one with the minimum 
Euclidian distance is considered as a potential keypoint and added to the descriptor vector [8]. 

2.1 SURF 

SIFT, being a 128-dimensional vector, is relatively slow to compute and match. This can be a 
drawback for real-time applications such as SLAM [5]. SURF, introduced in [9] is robust, scale 
and rotation invariant, and performance wise faster than SIFT [7]. SURF approximates the LoG for 
Box filters and it relies on integral images as described in [18]. The use of integral images makes 
the computations faster. Since, the sum of the rectangles can be computed in a four array references 
[8]. The SURF detector is based on the Hessian matrix, and it relies on the Integral image and 
introduced a modification version of Hessian Matrix called ”Fast-Hessian” matrix [9] is used as a 
Feature Detector. These authors have done indexing on the sign of Laplacian for fast matching. 

 

Another factor contributing to the speed of detector is that SURF used box-filters on integral 
image. Therefore, unlike in SIFT there is no need to apply the same filter to the output of the 
previously filtered layer; rather, the filter can be directly applied on the original image. For 
orientation, the descriptor uses the information taken from a circular region around the keypoint. 
For a detected scale s, x and y directions are calculated on a set of pixels within a radius 6s are 
calculated. Finally, a square window centered at a keypoint is constructed, on which the SURF 
descriptor is computed and oriented. This window is further divided into sub-regions of size 4 and 
within each sub-region, Haar functions of size 2s are calculated [7]. Each sub-region in the window 
contributes four values, thus, resulting in a 64-dimensional normalized descriptor vectors. 

 

 

H(x,s)  = 
Dxx(x, s)  Dxy(x, s) 

Dyx(x, s)  Dyy(x, s) 



 A Study on Feature Detectors and Descriptors for Object Recognition 5185 

 

 

Figure 3: Each octave is smoothed using the Heat equations, applied in y- and xy-directions, and the feature values 
are obtained using Haar Filters [8]. 

3. BINARY DESCRIPTORS: OVERVIEW OF FAST, BRIEF, AND ORB 

3.1 FAST 

FAST (Features from Accelerated Segment Test) is a corner detection algorithm that was proposed 
by E. Rosten and T. Drummond in [1, 4]. It integrates machine learning and a feature detector that 
was described in [2, 3]. To detect features, FAST uses a segmentation test. 

 16 pixels are considered around a corner candidate ‘p’, which has intensity Ip and let ‘t’ be the 
threshold. 

 p is considered as a corner if there exists a continuous set of n pixels, all of which are darker than Ip-t 
or brighter than Ip+t. 

 The value of n is chosen to be 3/4th of the number of pixels considered, which in the case of 16 
pixels is 12. 

A high-speed test was proposed that eliminates most of the pixels, while considering only the 
pixels 1, 5, 9, and 13. A pixel p is considered as a corner only iff 3 of the afore-mentioned pixels 
are either darker than Ip-t or brighter than Ip+t. 

Machine Learning Approach: As said in the previous paragraph, FAST detector uses a 
machine learning approach proposed as follows: 

 Get the keypoints from the segmentation test. 

 For every feature obtained through segmentation test, select 16 pixels around it to form feature 
vector P. 

 Now, each pixel x in P can have one of the following three states. 

 Feature vector P is divided into three subsets de-pending upon the states: 

1. Darker if the intensity of p (p belongs to feature vector P) is lesser than Ip-t. 

2. Similar if the intensity of p lies between Ip-t and Ip+t. 

3. Brighter if the intensity of p is greater than threshold Ip+t. 
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Figure 4: For a pixel candidate p at center, surrounding 12 contiguous pixels are shown as brighter than p. 

 Finally, ID3 algorithm is used to select Kp which has knowledge about the pure classes (Pure classes 
are those whose Entropy E=0). 

 Kp finds entropy at every iteration and selects most promising x for a particular class. 

To solve the problem of adjacent keypoints, FAST uses non-maximal suppression that 
computes a score function V, which is the absolute difference between the keypoint and its 
surrounding 16 points. Between two adjacent keypoints, the one with the minimum value of V is 
rejected. 

3.2 BRIEF 

M. Calonder et al. proposed BRIEF algorithm in [5]. BRIEF uses binary strings as a feature 
descriptor and classifies the image patches by a relatively small number of pairwise intensity 
comparisons [6]. The outputs of these comparisons are stored in a bit string. A smoothed image 
patch p is considered, on which a binary test W is defined as:    

W (p; x, y) = 
0, if  

1,
           

3.3 ORB 

ORB proposed by E. Rublee et al. is an open-source alternative of SIFT and SURF. ORB uses the 
key features of FAST and BRIEF, in the sense, it uses the FAST detector, proposed in [1, 4], and 
BRIEF Descriptor [5]. Rublee et al. proposed and tested a modified version of FAST, which is 
orientation invariant. FAST fails to compute multi-scale features. The authors of ORB produced 
FAST features (filtered by Harris) at each level in the scale pyramid. ORB adapts the concept of 
intensity centroid, as proposed by Rosin in [4], to compute effectively the corner orientations, as 
given below. Moments of a patch are calculated as by the following formula as defined in [4]: 

 mpq  = Σxpyq I(x, y) 

 C  =   

 θ  = atan2(m01, m10) 

Using the above formula, they found the centroid of the patch and calculated the orientation of 
the patch. 
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They also introduced a modified version of BRIEF algorithm [5] called rBRIEF which is a 

rotation-aware BRIEF - which they call steered BREIF. Note that the rBRIEF is a rotation-aware 
BRIEF, to which they added a learning step to find less correlated binary step. 

3.4 BRISK 

Proposed by S. Leutenegger et al. in [11] BRISK is a multi-scale corner detector. The major 
improvement in BRISK over FAST is that, the former seeks for corners not only in the original 
image but also in the scale space of the image. BRISK, unlike FAST, considers a number of 
concentric circles in a region around the interest point, as shown in figure 6. The radius of these 
circles decreased as going towards candidate point center. BRISK also uses binary descriptors to 
detect efficiently and match the keypoints and evaluates the corners based on a FAST’s saliency 
score S. By saliency criteria, keypoints are identified throughout the image at different scale 
dimensions in a continuous domain. Unlike other works such as [9], BRISK does not match the 
descriptors based on Euclidian distance, it rather uses Hamming distance; this is one of the 
important factors contributed to the speed of the algorithm. Since, Hamming distance works like a 
charm on binary descriptors. To make the algorithm rotation-invariant, BRISK identifies the 
characteristic orientation of keypoint to allow for orientation-normalization. The major 
contribution of BRISK is that it makes use of a sampling pattern consisting of equally spaced 
concentric circles centered at a keypoint. 

 
Figure 5: Brisk forms concentric circles around the pixel candidate as shown in  

(b), which is similar to the FAST shown in (a) [11]. 

3.5 FREAK 

Inspired by the biological mechanism of the human eye, A. Alahi et al. proposed FREAK, dubbed 
as Fast Retina Keypoint, in [12]. FREAK is a binary keypoint descriptor that operates on a cascade 
of binary strings, which are computed by comparing image intensities over retinal sampling pattern 
[12]. FREAK also uses concentric circles for sampling pattern similar methodology as [11], with a 
difference in position of circles. The pixels being averaged (position of circles) are much more 
concentrated at the keypoint, i.e., center. This sampling, as claimed by authors is inspired by the 
retinal ganglion cells distribution with their corresponding receptive fields [12]. Retinal ganglions 
though vary in size, like circles in FREAK, shares a similar property. Receptive fields are 
represented by circles of Gaussian-convoluted image. FREAK evaluates 43 weighted Gaussians 
around the keypoint. Finally, local gradients are summed over selected pairs to estimate the 
orientation. The authors inspired by the key mechanisms of [5, 7, 12], designed a fast and robust 
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keypoint detector, which outperformed all the state-of-the-art keypoint detectors [7, 9, 10, 12] of 
the time [13]. 

 
Figure 6: FREAK uses a similar strategy as BRISK (Figure 6). However,  

rather it forms concentric circles of different sizes, which are denser at the point of interest [12]. 

4. DISCUSSION ON PREVIOUS SURVEYS 

As mentioned in the introduction, there are many surveys [8, 11, 14] that were conducted during 
the past decade to evaluate the descriptors that were mentioned in this paper. We discuss some of 
these important surveys. Please note that the graphs and plots presented below are directly taken 
from the original literature survey papers for which we give credit to the original authors. We are 
not claiming any results; rather we have studied and analyzed the results from these surveys. 

SIFT is a good descriptor, albeit limited by its performance. SURF is considered as a fast 
alternative to SIFT. [7] Provided an excellent survey on SIFT and SURF comparing the two 
descriptors on many factors, such as invariance to rotation, detection accuracy and performance in 
the presence of noise. The best part of the survey in [7] is that the authors compared various 
dimensional variants of SIFT with SURF, such as SIFT-32, SIFT-64, SIFT-96, and the original, 
SIFT-128. By observing the plots in figure 8, the authors of [7] have concluded that SIFT-64 is 
preferred in most of the cases, especially those involving partial occlusion. SURF, although as 
good as SIFT, lacks during scaling, large blur and view point changes. Matching accuracy is same 
in all the variants of SIFT, but SIFT-64 is three-times accurate than the original SIFT-128. The 
authors presented the following table of that consists of matching speeds of the two descriptors. 
Another good survey is [10]; which submitted an evaluation of state-of-the-art binary keypoint 
descriptors, namely BRIEF, ORB, BRISK and FREAK. The authors obtained results, which show 
that BRISK outperformed all the binary descriptors, followed by FREAK, which offers comparably 
good result. 
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Figure 8: Figures are ordered in a right-to-left and top-to-down manner and considered  
as labeled from (a) to (d). (a) SIFT vs SURF performance on rotated images. (b) SIFT vs SURF performance  

on scaled images. (c) SIFT vs SURF performance for viewpoint changes. (d) SIFT vs SURF performance on noisy 
images. These results are directly taken from [7]. 

    

Figure 9: The plot at the top shows the performance of different descriptors in terms of number of matches for 
changes in scale. The bottom figure shows the average number of matches of different descriptors  

in different scenarios [10]. 

5. CONCLUSION 

In this paper, we presented a literature study on various feature detectors and descriptors. We also 
discussed the surveys that attempt to evaluate these descriptors. After a detailed study of different 
descriptors and surveys comparing the descriptors, it is legible that, even though FREAK and 
BRISK show almost same performance, BRISK outperforms all the other state-of-the-art detectors.  
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