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Efficient Bug Triage Using Software
Reduction Techniques

Shubham KrishnaAggarwal* S.S. Pande** and Emmanud M .***

Abstract : Apart from Software Development, organization works etc. of companies, trading with the various
types of bugs during the entire software development process is a very monotonous task. A debugger working
manually would be just an excess of time while looking at the speed of development now a days. Out of the
total budget companies spend for their development, estimate for this bug removal process has a significant
amount. Thus for the companies to reduce this manual effort on bug eradicating process in recent year various
bug triage systems are in use. Bug triage process deals with inspecting the extent to which a particular bug
would damage a system, and accordingly produce reports for the same. Text classification is an essential
domainfor bug triage processto be effective. Inrecent yearsvarious steps are being taken to address difficulties
like data reduction in text classification for bug triage.
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1. INTRODUCTION

With increasein software development companiesinrecent years, software repositoriesare also increasing.
Softwarerepostoriesarenothing but the databaseswhich companies maintain includethat include heterogeneous
datarelated to software like output, e-mails, bugsinformation etc. With day to day increase in scale of software
repositories, the complexitiesinthe dataaso increase. Various datamining techniques are available now daysthat
help to work on such complex data. Datamining helps software repositoriesto get informed about various problems
or likewise anadyticson the same. Largethe datawith the companieslarge isthe software development process
and moreistheneed for anadyzing thebugsinthedata[17].

Softwarerepositoriescontainsvery vita factor that isbug repository, which acts as database for bugsand
manages software bugs. Bug repositories are such databases which contain information about software bugsin
detail. Bug repositories contain report about each bug like theupdatesrelated to bugs, way to fix thebug etc.

Now aday’sthese bug repositories are become largein sze inviting for some methods to maintain the same.
With congtant increasein software repositories, maintaining the quality and handling the large scale bug dataisa
challenge. Mogt of the software companieshave abug tracking systemingtalled at their placeto keep track of the
same. Bug tracking system helpsthe developersto be updated about the bug. Many open source project areon
their way of development today. They have direct involvement of usersinit. Usersput up variousqueriesrelated to
the project and the developers of the project try to satisfy their queries. Even sometimeswhenever abugor a
problemoccursevenuser caninvolve indiscussion with thedeveloper and try to solvethe problem. Thisinteraction
between user and developer is not aeasy task though asdueto increasing number of reportsfor developer and the
increasing number of problemsfor user both get annoyed at certain point of time [5].
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Following pointsaremostly gathered whilea customer-developer interaction:
1. Lig of frequently asked questionsinbug reports.

2. Survey of questiontime, response rateand time.

3. Quditativeanalysisof bug reports.

4. Feedbacksfor bug tracking systems.

To understand the concept an example of UNIX operating systemisthebest. Thisisaopen source operating
sysemwhereinwork related to bugsremoval isdoneintermsof patch. Here,
1. Anewbugisfiled
2. Themaintainer periodically reviewsthe status of the bug report, and seesfor any actiontakenonit.
When user or developer comes up with the solutionthat ispatch for the bug reported, it would beincluded in
thefutureversionsof the system.
Thiscommunication between user and developer need to be more successful, thusin recent yearsalot of
work hasbeen done onthisaspect. Earlier software development mainly concentrated on the maintenance, and

the day to day needs. But currently this sequence has changes and lot of effort needsto be done towardsbug
deduction[3].
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Fig. 1. Bug Triage Process.

Timely changesin the software codesthese daysare not asinteresting as changesthat fix the bugs. The bug
fixer hasall the old buggy dataand the new buggy that which helpsto properly resolve theissue.

Inrecent yearslot of effortsare being taken to automate the bug tracking process. Triaging abugisto decide
upon certain parameter that helpsto resolvethe occurred bug.

Automatic Bug Triaging processisactive areafor research, which ensuresthat bug report
 hasasufficient information for developer to work.
* isnot aready been resolved
* isproperly being filesfor respective project
Each report contains asubstantial amount of informationin theform of pre-defined fields, free-formtext,
attachments, and report activity logs[16].
Automatic bug triage systemisevolved to reduce the manual work for the same. Existing systemstry to map

thebug report to adocument so that bug triage problem becomesatext classfication problemfor more effective
and automated bug triaging onthe software systems| 6].

Bug repositories (also known as bug tracking systems) are deployed in software projectsfor the storage
and management of bugs. A bug in bug repositoriesis recorded as a bug report, which is occupied with the
information of a software difficulty. Founded on the bug reports, developers can collect and reproduce bugsfor



Efficient Bug Triage Using Software Reduction Techniques 157

bug fixing. In practical software engineering, many softwarejobsare examined on bug repositories, e.g., conveying
bugsto correct developersto reduce the time of bug fixing, briefing along bug report into a short abstract,
identifying duplicate bugsto avoid repetitive proceduresand characterizing issuesof bug fixing [ 14].

2.LITERATURE SURVEY

Variousconceptsrelated to bug triage process and different methods use to make the process more efficient
arediscussed below:

1. Reducing The Effort Of Bug Report Triage: RecommendersFor Development- Oriented Decisions

John Anvik, C. Murphy [15] proposes akey collaborative hub for many software projects isa database of
reportsrelating both bugsthat essential to be fixed and fresh featuresto be added. Thisdatabase isfrequently
called anissuetracking syssemor bug repository. The practice of abug repostory can progressthe development
processin anumber of waysincluding tracking thework that needsto be done, allowing developerswho are
geographicaly distributed to communicate about project development tracking the evolution of theproject by the
number of outstanding bug reports and improving the quality of software produced.

To reducethetime and effort expended by triagers, it usesan approach inwhichatriager ispresented witha
list of suggestionsfrom recommendersfor varioustriage decisions. Inthisway, human involvement intriageis
transformed by moving thetriager’srolefrom gathering information prior to making adecisionto confirming a
suggestion from the recommender. This article presented a machine learning-based approach to creating
recommendersthat assst with development-oriented decisons. This createsthree different kinds of development-
oriented recommenders. adeveloper recommender that suggestswhich developers might fix areport, acomponent
recommender that suggeststo which product component areport might pertain, and aninterest recommender that
suggests which developerson the project might be interested infollowing the report.

2.Advances|n Instance Selection For Insance Based LearningAlgorithms

Henry Brighton, ChrisMellish, Kluwer [2] proposesthesmple nearest neighbor classifier suffersfromthe
undiscerning storage of al presented training instances. With a large database of instances classification answer
time can bedow. When blaring instances are existing classification accuracy can suffer. Drawing on thelarge body
of pertinent work approved out inthe past 25 years, here the principle tactics to solving these problems are
reviewed. By deleting instances, both problems can beimproved, but the criterion used istypically expected to be
al surrounding and effective over many domains. So it claimsagaing this position and presentsan algorithmthat
opponentsthe most successful existing algorithm. When evaluated on 30 different problems, neither algorithm
consigtently outperformsthe other constancy isvery hard.

After reviewing the principle approachesgrouped theminto three classes: early schemes, current additions,
and the formal of the art. The degreeto which each class of algorithm realizes unintrusive storage reduction
approximately mirrorsthischronologica order. It perceivesthat | CF algorithm and Wilsonand Martinez RT3
agorithm attainsthe highest degree of instance set reduction aswell asthe retention of classification accuracy: they
arecloseto attaining unintrusive storagereduction. Thedegreeto which these dgorithmsperformisquiteimpressive:
an average of 80% of casesisremoved and classification exactness does not drop significantly. The comparison
providing hereisimportant as, considering the number of approaches; few consistent comparisons have been
finished.

3. A Review Of Feature Selection Methods On Synthetic Data

Veronica, Bolon-Canedo, Noelia Sanchez-Marono, Amparo Alonso-Betanzos[17] workson numerous
artificia datasstsare employed for thispurpose, directing at reviewing the performance of feature selection methods
inthe occurrence of afalcate number or irrelevant features, clamor inthe data, severance and interface between
attributes, aswell asasmall ratio between number of samplesand number of features. Sevenfilters, two implanted
methods, and two wrappings are applied over eleven synthetic datasets, tested by four classifiers, so asto beable
to choose avigorous method, paving theway for its applicationto actual datasets.
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Thiswork analysesnumerousfeature selection methodsin theliterature and orderstheir performanceinan
artificial measured experimental scenario, contrasting theskill of theagorithmsto select therelated featuresand to
discard theextraneous oneswithout permitting noise or redundancy to frustrate this process. A scoring measure
will be presented to compute the degree of matching between the output given by the algorithm and the known
ided solution, aswell asthe classficationaccuracy. Findly, red experimentsarepresentedinorder to plaidif the
conclusionsextracted fromthistheoretica study can be deduced to rea scenarios.

4. Automatic Bug TriageUsing Text Categorization

D. Cubranic and G.C. Murphy [6] proposesaschemeto gpply machinelearning techniquesto support in bug
triage by usng text categorization to expect thedeve oper that should work onthebug built onthe bug'sdescription.
It validatesthe approach on acollection of 15,867 bug reportsfrom abig open-source project. Thisevaluation
showsthat thismodel, using supervised Bayesian learning, can gppropriately predict 30% of the report assgnments
to deveopers. It includesinvestigation of usng machinelearning, and in pecific text categorization, to “ cutout the
triage man” and automatically allocate bugsto developers based on the description of the bug asarrived by the
Bug'ssubmitter. Themethod would require no changesto theway bugsare presently submitted to Bugzilla, or to
theway developersknob them oncethebugs areassigned. The profit to software development teamswould beto
free up developer resources currently ardent to bug triage, while assigning each bug report to the developer with
appropriate proficiency to dea withthebug.

Table 1. Various Concepts Related To Bug Triage Process.

Topic Description
A good Bug Report To make a better bug report following points need to be noticed

- Observations regarding what devel opers expect and what reporters
provide.

- Toolsthat look after the qualitative analysis of the bug reports[5].

Characterizing and Predicting Reopeningof Bugs ~ When abugisfixed if it reopens again in sometimefoll owing issues need
to be addressed for the same
- Actual quality of bug triage process
- Looking at theissuesthat are not fixed
- Searching areas that need better tools
- Efficient bug triage process
- Planning for bug triage processtaking reopening of bugsinto account

[1.

Information needsin Bug Reports To work on bug reports properly there must be proper informative
communication between the devel oper and the user of the system [3].

Instance selection Works on obtaining a subset or relevant instances that is bug reportsin
bugdata[2].

Feature selection Works on obtaining a subset of relevant features that iswords in bug data
(4.

Table 2. Various M ethodsand Techniques Used For Improving Bug Triage Process

Topic Description

Improving Bug Triagewith Bug Tossing Graphs If abug report is assigned to a devel oper, same can be reassigned to other
developer this process is called bug tossing. This process mainly uses
graphical model based on Markov Property. This model has 2 distinct
characteristics:

- Discovers developer networks and team structures.

- Helpsto assign better developersto bug reports[11].
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Topic

Description

Detect Duplicate Bug Reports using Natural
Language & execution Information

Whenever abugisfiled for acertain system, atriage processif the same
bug already exists, if yes, it triggersaduplicated bug existence. Toidentify
such duplicatereports various natural languagealgorithms areused.Basic
Approach:

- BEvaluate NL-Sthat issmilarities between old and new bug reports.
- Evaluate Execution Information based of both old and new bug reports[9].

Code Change based Bug Prediction

Thisisbased on machinelearning domain. Machinelearning classfiersare
agood way to predict the bugs according to changes made in source code.
Theclassifiersaretrained accordingto the history of the existing software
and then predict the changes occurring in new bug reports[8].

Cost Aware Triage Algorithm

Thisalgorithm hastwo concepts:
- treating bug triage problem as recommendation problem optimizing
both accuracy and cost
- Adopt content based collaborative filtering combining the existing
CBR sysemswith callaborativefiltering recommender [7].

Automatic Bug Triage Using Semi Supervised
Classification

This uses|abeling approach for bug triaging process. It uses classifier to
convert unlabeled bug reportsto labeled bug reports[6].

3.PROPOSED SYSTEM

Inbugtriage, abug dataset istransformed into atext metrix withtwo dimensions, spedifically thebug dimenson
and theword dimengion. Inthiswork it influences the combination of instance selection and feature selection to
produce areduced bug dataset. It swapsthe original data set with thereduced data set for bug triage. Instance
selection and feature selection are widely used proceduresin data processing. For agiven dataset in acertain
application, instance selectionisto find asubset of relevant instances (i.e., bug reportsin bug data) while feature
selection godsto get asubset of relevant features (i.e., wordsin bug data). This paysthe combination of instance
selection and feature selection. To discriminate the orders of applying instance selection and feature selection, it
givesthefollowing signification. Infig 4.1 given an ingance selection algorithm | Sand afeature selection dgorithm
FS, FS-1Sisusedto denotethe bug datareduction, which Grst applies FS and then | S; onthe other hand, IS -

FSdenotes(rst applying ISand then FS.

(Bug Data)
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£
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Fig. 2. Architecture Diagram.
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Thisalso checksthe blank bug reportsthrough the datareduction. A blank bug report denotesto azero-word
bug report, whosewordsare removed by feature selection. Such blank bug reportsarefinaly removed inthe data
reduction then they offers none of information. The removed bug reports and words can be viewed asatype of
noisy data.

|CF (IterativeCaseFiltering) : ICFisaninstance selectionalgorithm based on the k-Nearest Neighbor
agorithm (kNN). The process of | CF conssts of two steps, namely noisefiltering and instance condensing.

CH (CHI SquareAlgorithm) : Chi-squared testsare erected from a sum of squared errors, or through
the sample variance. Test statigticsthat follow achi-squared distribution arise from ahypothess of independent
normaly distributed data.

A2 =Y (i=1toK)(Oi —Ei)2/Ei
where, Oi = Observed frequency
B = Expected frequency
If two distributionsareexact dike, A2 = O(But generally dueto sampling errors, A2 isnot equal to zero)

Random Forest Algorithm

Random forestsisa collaborative learning method for classification, regression and other tasks, that works
by building ahorde of decisiontrees at trainingtimeand outputting theclassthat isthe mode of the dassesdassification
or regression of theindividual trees. Random forests correct for decison trees practice of over fitting to their
training .

Algorithm Seps:

 Let thenumber of training cases be M, and the number of variablesin the classifier beN.

* Thenumber ‘n’ of input variables are used to determine the decision at anode of thetree; m should be
much lessthan N.

» Chooseatraining set for thistree by choosing M timeswith replacement fromall M availabletraining
cases. Usetheremaining casesto predict the error of thetree, by predicting their classes.

* For eachand every node of thetree, randomly choose‘n’ variables on whichto basethe decision at that
node. Calculate the best split based onthese‘m’ variablesinthetraining set.

» Eachtreeisfully grown and not lopped.
Table 3.1CFAlgorithm.

ICH(T) 1. computecover age(x)

1. Perform Wilson Editing 12. progress=false

2. for all xbelongsto T do 13. for all xbelongsto T do

3. ifxclassifiedincorrectly by k nearest neighborsthen  14. if reachable(x) > cover age(x) then

4. flagxfor removal 15. flagxfor removal

5. for all xbelongsto T do 16. progress=true

6. if xflagged for removal thent=t- (x) 17. for all xbelongsto T do

7. iterateuntil nocasesflagged for removal: 18. if xflagged for removal then T =T —x)

8. repeat 19. until not progress

9. for all xbelongsto T do 20. return TWhere x is the current bug report which is
compared by all other And T isthe collection of all bug
reports

10. computer eachable(x)
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4.EXPERIMENTAL WORK

Dataset L oading

Inthis experiment Dataset isbeing collected from the Eclipse bug data site named ‘Bugzilla’ in xml format
whichisbeing loaded in the sgl databasein order to makeit appropriatefor applying the preprocessng stepsto
obtainthedesred textua data.

Table 4. Summary of Fetched Bug Dataset.

BugID Opening Time Reporter ID Update When Update What

334345 120920130546 104577 110420140732 Proxy settings don’t work
335612 130620140323 196867 170820140138 Ditchthexpingaller
326410 231120140757 108201 190320150619 Pages constantly load
329246 180720141426 948905 26092015074 Bug in thexml window
A5797 141120141729 161026 290520151929 File/lmport does

not find Netscape Communi cator

Application of Preprocessing Stepson Dataset

Inthis Experiment those Bug reports are chosen, which arefixed and duplicate (based on theitems status of
bug reports). Moreover, inbug repostories, severa developer shave only fixed very few bugs. Sincebug triage
amsto predict the developerswho can fix the bugs, it followsthe existing work to remove unfixed bug reports,
e.g., thenew bug reportsor will-not-fix bug reports.

Table 5. An Overview of Attributesfor a Bug Dataset.

I ndex Attribute Name Description

Bl #Bug reports Total number of Bug reports.

B2 #words Total number of Bugsin all the Bug reports.

B3 Length of Bug Reports Average number of Bugs of all the Bug reports.

B4 #Unique words Average number of Unique Bugs in each Bug Reports.

B5 Ratio of sparseness Ratio of sparse terms in the text matrix. A sparse term refers to
aword with zero frequency in the text matrix.

B6 Entropy of severities Entropy of severities in Bug reports. Severity denotes the
importance of Bug reports.

B7 Entropy of Products Entropy of Products in Bug reports. Product denotes the sub
object.

B8 Entropy of Components Entropy of Components in Bug reports. Component denote the
sub-sub project.

B9 Entropy of priorities Entropy of prioritiesin Bug reports. Priority denotes the leve of
Bug report.

B10 Entropy of words Entropy of words in Bug reports.

Fetching Datafrom GUI Interface

Inthisexperiment, dataisbeing fetched from the database and been applied the preprocessing steps, that is
dataextractionistaken placed. Now thedataisprepared for feature extractioni.e. word dimension reductionis
applied onthedatain order to reduce the words attributesfromthe description.
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Table 6. Bug Report Statuswith Full Description

Bug ID Status Description

1047685 Resolved Fixed Description David McKnight 2009-07-24 12:37:33 EDT with
the fix for Bug 277141, RSE reusesaprevious System edible
remotefileif one........

1053467 Closed Fixed Description Mindan xu 2009-07-16 03:54:38 EDT created
attachment 142488 report design description: Context object

Reduction of Insancesand Attributesafter Applying | CF-CH

Inthisexperiment algorithmfirstly | CF isapplied on the dataset to reduce the bug dimension or to decrease
the vertica gzeof thedataset. Afterwardson thereduced dataset CH isapplied to reduce theword dimension or
to decreasethe horizontal size of the dataset.

Inthegivenexample, initially dataset contains 1000 bug reportswhich contain 8527 featured attributes. On
applying Instance selection on it the reduced number of instancesis came to be 649, and then Featureselectionis
applied ontheseinstances which reduced the attributes count to 24.

Table 7. Ingancesand AttributesCount Beforeand After Reduction

Property Statistics

Database Database 1

Method |CF—CH
InstancesBefore 1000
InstancesAfter 649
Attributes Before 8527
AttributesAfter 24

4. RESULTSAND DISCUSSION

Theorder of reduction used isfirst instance selection then feature selectioni.e. firstly the dataset passes
through | CF dgorithmwhich reduce the dataset verticaly and theit goesto Chi square algorithmwhich reducethe
no. of key featuresor reduce horizontally.

Thenthepredictionis madethroughthe random forest classfier which allocatesthe appropriate bug reports
to the appropriate developer.

PREPROCESS ICF RANDOM_FOREST
Category
®ICG -> CH

oL 1 I _ l e 10
™ s

Precison

Category
BICG-> CH

Fig. 3. Evaluation Time & Precision Recall Graph.
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Fig. 3 showsthetimerequired to performby the different modulesto completeits execution phase on the
dataset. It can be seen fromthegraph, | CF takesmost of thetimeto completeits processing onthe dataset since
it comparesall thereportsby itself to reducethe vertical dimension of it and also showsthat nearly 29% of the
reportsare correctly predicted to the developersin our system. It outperformsthe overall efficiency of the Bug
triage systemin compare to thecurrent system.

5.CONCLUSIONAND SCOPE FOR FUTURE WORK

A bug repostory playsan sgnificant rolein handling softwarebugs. Software bugsareunavoidable and fixing
bugsislavishin software development. In abug repository, aBug ispreserved as abug report, which chronicles
thetextual description of reproducing the bug and apprises according to the status of bug fixing. A bug repository
affordsadataplatformto support many typesof taskson bugs, e.g., fault prediction, bug locdization and resurrected
bug analysis. Dueto the daily-reported bugs, ahuge number of new bugsarekept inbug repostories. Thereare
two challengesrelated to bug datathat may disturb the effective use of bug repositoriesin software development
tasks, specificaly the big scale and the short quality. On one pointer, dueto the daily-reported bugs, alarge number
of new bugsare kept inbug repositories. On theother hand, softwaretechniquesagonizefromthe low quality of
bug data. Hence, most researchesare going inbug triaging systems.

Exiging systemshave disadvantagesthat inthose systemsfresh bugsare manually triaged by an expert developer.
Dueto thelarge number of regular bugsand the lack of expertise of al thebugs, manual bug triageisexpensivein
time charge and low in accuracy. Onthe other pointer, softwaretechniquesin those sysems suffer fromthelittle
eminence of bug data.

ThisDissertationwork combinesfeature selectionwithinstance selection whichis used to reducethe scale of
bug datasetsaswell asrecover the dataquality. To control the order of smearing instance selection and feature
selection for anew bug data set, it excerpt attributes of each bug data set and train a predictive model built on
higoricd datasets. It empiricdly investigatesthedatareductionfor bug triagein bug repositories of two great open
source projects, namely Eclipse and Mozilla. Thiswork delivers an approach to leveraging technigueson data
processing to formabridged and high-quality bug datain software development and preservation. I nfuturework,
planisonrefining theresults of datareduction in bug triage to discover how to prepare ahigh quality bug data set
and challenge adomain-specidc softwaretask.
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