International Journal of Decision Science
VoLUME 10 * NUMBER 1 * JUNE 2019

Urban Traffic VolumeForecast Based on BP Neural Network: A Case Sudy

of Xiamen City

Bin Lit, Xu xu®
1College of Transport & communications,Shanghai Maritime University,Shanghai ,China
2Business School, Shanghai Dianji University,Shanghai,China
*Correspondent Author: xuxu007@qg.com

ABSTRACT

From the perspective of trangportation nature, urban comprehensivetraffic management can be divided into two types:
passenger traffic and freight traffic. In order toimprovethe efficiency of urban overall planning, it isvery important to
makereliable predictions of passenger traffic and freight volume of the city. With the continuous devel opment of the
social economy, thelimitations of traditional traffic volume prediction methods have gradually emerged. By analyzing
the problems of traditional regression prediction in traffic forecasting, a BP neural network based on polynomial
regression isused to predict thecity'straffic volume, and the model istested against the known data of Xiamen Cityin
2000-2017. The moddl selectsthetotal import and export volume, the permanent residents of the region, the added
value of the tertiary industry, the income of the urban population, and the income of the rural population as the
influencing factors of the urban traffic volume. At the same time, the model is solved by MATLAB software. The
results show that the neural network can be used to predict urban traffic volume. It provides a reference for the
realization of urban comprehensivetraffic planning and management.

KEYWORDS: polynomial regression, BP neural network, traffic volume predi ction, comprehensive traffic planning

management

1. INTRODUCTION

Trangportationisone of theimportant supporting factors
for economic development. Good traffic conditionsand
road network layout will promote the optimization of
industrial structure, the development of regional
advantages and the development of regional logistics,
and also bring alarge increase in investment and the
convenience of residents. The healthy and rapid
development of the transportation industry isof great
significance to the rational distribution of national
economy, the coordination of regional economic
development and theoptimization of resourcealocation
and productive forcedistribution. Traffic forecasting is
oneof thecoreissuesinthefield of trangportation planning
and management research.It isalso animportant part of
trangportation planning and decison analyss. Therefore,
itisvery important to chooseamethodthet can accurately
predict traffic volume. The influencefactorsof traffic
volume and the development trend of highway freight
volume and passenger volume will change greatly in
different periods, leading to the randomnessand non-

linearity of the historical data of highway traffic volume.
Howeverythetraditiona forecasting methods, such as
average growth rate method, elastic coefficient method
and regressonandyss method, arerdatively smple. In
addition, thedataisrequired to meet certain statistical
rules, and it cannot meet the needs of practice
development when dedling with the problem of nonlinear
traffic volume prediction. Some of these prediction
methods are based on historical data of traffic volume,
and the other part isbased onsomevariablesrelated to
traffic volume. However, the rdationship betweentraffic
volumeand other variablesisnot dwayslinear. Therefore,
thetraditional regresson anadysshasthe disadvantage
of largeerror inthe prediction of traffic volume. And the
traditiona prediction method needsalot of work inthe
prediction process, and BP neural network isamature
theory of recent development. Thetheory iscombined
with other algorithmsto make corrections, which makes
the results more accurate and reliable. Based on the
previousresearch. Through learning, new prediction
theories and methods are proposed, and the traffic
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volumeispredicted reliabdly and quickly under the premise
of possessing historical data.

Inthispaper, polynomid regressionisapplied to the
time-based linear prediction of traffic volumerelated
varigbles, and then the nonlinear probleminthe prediction
processis solved by using BP neural network. Onthe
other hand, thispaper will construct aBP neural network
prediction model with different hidden layer nodesfor
passenger traffic and freight volume, and compare and
anayzetheprediction resultsto obtain atraffic volume
prediction neural network model with lesserror, and
finally predict the futuretraffic volume. Also, based on
the passenger traffic and freight volume of Xiamen City
from2000to 2017, BP neura network prediction model
isusedto predict thetraffic volumefrom 2018 to 2020.

2. LITERATUREREVIEW

Research on the theoretical system of traffic flow
prediction is of great academic value and practical
significance to improve traffic congestion. For many
years, traffic managers have focused onimproving the
religbility of traffic informetion prediction. Thehigtory of
traffic volume prediction can betraced back to the early
20th century. Intheearly 1970s, The*four-sagemethod”
has been developed in a mature way, and it has been
playing aleading rolein traffic demand forecasting. In
thelate 1980s, with the gpplication of microcomputers,
many new methods and traffic planning softwarewere
gradually applied to thefield of traffic planning. Che-
Chiang Hsu, Chia-Yon Chen® proposed anew technique
to combinetheresdud correction of the GM(1,1) moddl
withthe sgnd estimetion of theneura network toimprove
the GM(1,1) model and It isapplied to Tawan'senergy
demand forecast; Deng-Yiv Chiu, Chin-Ching Lin?
combinesgrey theory, genetic BP neural network, and
BS option pricing theory to explore the internal
mechanisms of guaranteesin financia markets;, Bao Rong
Chang, Hsu Fen Tsai ¥ used support vector regression
to improvethe control and environmental parametersof
the GM(1,1) modd, proposed the SVRGM model, and
reduced the over-fitting of the GM(1,1) model for
predicting time series. The effect, considering the
advantages of the GARCH modd insolving thevolatility
agglomeration effect, establishing acombined model of
the GARCH mode and the SVRGM moddl, and using
the BPneurd network to determinethe combined weight,
experimentsshow that the combined model better solves

the problems of over-fitting and volatility agglomeration;
T.Y. Pai, S.H. Chuang, H.H. Ho et a. used online
control parameters to predict suspended solids and
chemical oxygen demand in industrial wastewater
respectively by usng GM(1,N) mode, RGM(1,1) modd
and neura network, and compared the advantagesand
disadvantages of the model. Vythouucas® adopted
artificid neurd network algorithmintraffic prediction,
which pioneered theforecast of traffic artificial neural
network. Thierry®® made use of artificia neura network
to predict short-termtraffic volume and achieved certain
results. Corinnd first established atraffic flow prediction
model based onthe principle of artificia neural network
and used virtual datato verify the effectiveness of the
model. In the same year, Haibo® used the prediction
method of dynamic sequentia learning model to predict
traffic volume, which proved that thismethod wasmore
accurate than the traditional method. In 2005,
G.Karlaflisl® proposed a new neural network
optimization method in Trangportation Research Part C.
In 2008, Coskun Hamzacehi™® adopted an improved
BP neural network model intraffic volume prediction,
and the study on the prediction of traffic volume using
BP neurd network ismorein-depth.

The accuracy of traffic volume predictionisclosely
related to urban comprehengvetraffic management. Only
traffic management personnel can accurately grasp the
development trend of urban traffic, and then correctly
formulaterdevant traffic management policies, integrating
from people, vehicles, roads and environment. Consider
to improvethe urban traffic management sysemto the
greatest extent and enhance the role of urban
trangportation.

3. FORECAST METHODANALYSIS

3.1 Polynomial regression

Polynomial regression involves only two variables,
namely, timeasthe independent variable X, and other
variablesrelated to thetraffic volumeasthe dependent
variableY. For example, thetotal import and export of
foreign trade, the permanent population intheregion,
the added value of thetertiary industry. Theregresson
model isto find a polynomial relationship between X
and Y, this function relationship can generaly be
represented by Y=AX"2+BX+C. Thevauesof A, B,
and C can be determined from the sampledatausing the
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least squaresmethod or other methods. After A, B, and
C aredetermined, eachtimethereisavalueof X, aY
value can be obtained according to the function
relationship.

Therdiahility and error of regression equation can
be tested by significance test and error calculation.
Polynomial regression can reveal the quantitative
relationship between related variables and time.
Therefore, the corresponding variables can be calculated
according to the predicted years.

3.2 BPneural network analysis

BP neural network isamulti-layer feedforward neural
network with error back propagation. According to
statistics, 80%-90% of neural network models adopt

BP network or itsvariant, whichisthemost commonin

neurda network system. A network structure conssts of

aninput layer, animplicit layer and anoutput layer. Its
information processng capability mainly comesfromthe
multiple composite functions of the nonlinear output
function, and the network structureisreatively smple
and easy to implement. The processisasfollows: The
external informationispassed fromtheinput layer tothe
neural network, aprocessng method of theinput layer
isselected, and theresult is passed to the hidden layer.

According to different problems, the required complexity

of theneura network isdifferent, that is, the hidden layer

in the middle processing system is different, and the
hidden layer can be divided into asingle hidden layer
and multiple hidden layers. Theinformation processed
by the input layer is passed to the hidden layer, further
processed by the hidden layer and the resulting
informationisfinally processed by the output layer and
theresult isoutput. If theresulting output doesnot match
the expected output, the error isreversed, propagated
forward by the output layer, and the network connection
weights and thresholds of the output layer, hiddenlayer,
and input layer are updated. Repeat the forward
propagation calculation output and the reverseerror to
adjust until the output value meetsthedesired output, or
acertainnumber of times.

The implementation steps of the three-layer BP
network learning algorithmare asfollows:

1. Network initidization. Put the input layer to the
hidden layer, the ownership value of the hidden layer
to theoutput layer israndomnumber arbitrarily small,
and st theinitia threshold.
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2. Providetraining samples. According to thelearning
rule, the input vector X= (g, ..x,) and the
corresponding output vector D= (g, ... 4,) needto
be provided.

3. Cadculate output layer by layer frominput layer to
hidden layer and output layer.

(1) Supposefor eachneuronof theinput layer: I nput
asy, theoutputisg, = x, (i=1,2,3...m), i—
-the number of neuronsintheinput layer.

(2) For eachneuroninthehiddenlayer: theinput is

X =YZ w0, - Q,

theoutput is
Gj = E{Xi_}, (j:1,2,3...n),
] ——-the number of neuronsinthe hidden layer.

(3) For eachneuronintheoutput layer: theinput is

% =X, wy 0/ —Qp

the output is
v = g(x0) (k=1,2,3...L)
k ——- the number of neuronsintheoutput layer.

Inthe above formula, w;; isthe weight betweenthe
input layer andthehidden layer. w, istheweight between
thehiddenlayer and the output layer, thefunctionf (x) is
usudly an s-typefunction, inthe meantime, g(x) can be
anonlinear functionor alinear function.

4. Adjust theweight. According to theerror, adjust the
weight layer by layer fromthe output layer nodeto
the hidden layer node and then to the input layer
node.

5. Return 2 and recalculate until the error meetsthe
requirement.

Thispaper takesthe totd import and export volume
of foreign trade in previous years, the permanent
population in the region, the added value of tertiary
industry, the per capitaincome of urban resdentsand
rural residents as the input layer elements, and take
passenger and freight volume asthe output layer. By
sdlecting different hiddenlayersto predict passenger and
cargo traffic volume, the BP neura network mode with
the minimum error isobtained. Also thismodel isused
to predict the passenger and freight volume of the year.
Figure 1 showsthe three-layer BP network structure
used to predict traffic volume.
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Input Layer Node:5

Hidden Layer Node:n

Output Layer Node:2

FIG. 1 Structure diagram of BP network for traffic volume
prediction

4. EXAMPLEANALYSIS

This paper takes Xiamen City as the research object
and collectsdataon thetraffic volume of Xiamen City
from 2000to 2017. The passenger volume and freight
volumearepredicted separately by theabove methods,
and themoded isfindly solved by using MATLAB. The
prediction resultsare compared with theactua stuation
to provethefeadhility of theprediction modd.

4.1 Datacollection

BP neural network prediction model and polynomial
regression were applied to Xiamen passenger traffic
forecast. Themainfactorsthat determinethe passenger
and freight volume of Xiamen city arethetotal import
and export volume, the permanent resident population,
theadded vaueof tertiary industry, theper cgpitaincome
of urban residents and the per capitaincome of rural
residents. The historical data of passenger and cargo
volume andrelated influencing factorsareshownintable
1.

Tablel traffic volume and major influencing factors in Xiamen
from 2000 to 2017

Year Passenger Cargo Total import
capacity volume and export volume

2000 0.449 0.2448 594.87

2001 0.498 0.2548 644.24

2002 0.4758 0.2676 883.12

2003 0.444 0.3055 1088.11

Table 1 Contd...

2004  0.52 0.3043 1402.58
2005  0.54 0.3612 1664.86
2006  0.58 0.455 1911.26
2007  0.57 0.4582 2318.36
2008  0.64 0.5853 2666.12
2009  0.55 0.8371 2546.14
2010  0.59 1.01 3353.26
2011  0.66 1.19 4124.51
2012 0.69 1.36 4615.33
2013 0.7 1.57 5210.71
2014  0.79 2.35 5179.45
2015  0.87 2.68 5169.09
2016  0.96 2.78 5091.55
2017 1.01 3.03 5816.04
Data source: official website of Xiamen municipal bureau
of statistics

4.2 prediction of traffic volumeinfluencing factors
based on polynomialx regression

In the regression model, the total import and export
volume, permanent population, added value of tertiary
industry, per capitaincome of urban residentsand per
capitaincomeof rurd residentsin Xiamenfrom2000to
2017 weretaken. Thelinear regresson modelsof each
factor are obtained respectively, as shownin equation
1-5.
(1) Thepolynomid regressonequationfor thetota
volume of foreign trade importsand exportsis:
v =3.1675x°— 12388. 291x + 12106873.269,
R*=0.9630
(2) The polynomial regression equation for the
resident population of Xiamenis:
v =0.2024x" — 798.097x+ 786922.533,
R*=0.9214
(3) Thepolynomid regressoneguationfor theadded
vaueof thetertiary industry in Xiamenis:
¥ = 7.6607x — 30640. 191x + 30637804.185,
R*=0.9987
(4) The polynomia regresson equation for the per
capitaincomeof urbanresdentsin Xiamenis:
v = 60.8887x" — 242138 348x + 240730777.608.
R* =0.987
(5) The polynomia regresson equationfor the per
capitaincomeof rura resdentsin Xiamenis.
¥ = 47.0208x" — 187899.145x + 187719314. 69,
R =0.9973
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The R"2 (fitting goodness determination coefficient)
of theabove polynomial regressonisgreater than 0.92,
showing that these models can explain changes in
variables, therefore, it can be used to predict the value
of influencing factorsof treffic volumein Xiamenin 2018-
2020. According to the above polynomial regression
equation. The total foreign trade import and export,
resident population, added vaue of thetertiary industry,
per capitaincome of urban residents, and per capita
income of rural resdentsin Xiamen from2018 to 2020
areshowninTable2.

Table 2 Predicted factors of traffic influencing factors in Xiamen
City from 2018 to 2020

Year Total foreign Permanent Third
trade import residents industry
and export added value

2018 6388.301 430.184 275

2019 6787.207 444.972 303

2020 7192.448 459.76 333

4.3 Traffic Forecast of Xiamen City Based on BP
Neural Network

Based on the reasonable selection of the influencing
factors of traffic volume prediction, thegenerd stepsof
using BP neurd network to predict thetraffic volume of
Xiamen City from 2018 to 2020 usng MATLAB
software areasfollows.

(1) Data input. The sample data of Xiamen
passenger traffic and freight volumeis predicted
to be divided into training samples congtituting
the training network and test samplesused to
test the performance of the BP network. Since
measurement units differ between factors
affecting traffic volumes, data needs to be
normalized for comparison purposes.

(2) Training network. Optimize the initial input
weights and thresholdsof the network through
genetic dgorithms, According to the difference
between the historical data and the predicted
vaueof the passenger volumeandfreight volume
of Xiamen, the network iscoordinated, and the
output error is calculated by the inverse
propagetion of theerror. Whentheaverage error
of the system satisfies the given convergence
condition, the corresponding error isobtained.
Network parametersfor the sample pattern set.
Training data selected fromthetraffic volume
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and traffic volume factors of Xiamen City from
2000 to 2015.

(3) Modd evaluation. After the connection weight
and threshold are determined, the network
performanceistested and evauated by thetest
sampleto obtainthefinal BPnetwork prediction
model. Thispaper will salect the traffic volume
data of Xiamen City in 2016 and 2017 asthe
datafor inspection and evauation.

(4) Takingtheforecasting index dataof the sample
astheinput of the BP forecasting modd, using
thetrained network to performsmulation output,
and renormalizing the network output, that is,
obtaining theforecagted traffic volume of Xiamen
city intheforecast year.

4.3.1 BP data preprocessing

I nthe multi-dimensional input sample, some variables
have large changes and some variables have large
differences, which may lead to non-convergenceof the
network. Inaddition, theactivation function of the neurd
network mode adoptssigmoid function, whose output
isbetween[-1,1] or [0,1]. Therefore, beforethe system
identification, the original calculated data should be
preprocessed to makeit more suitable for thetraining of
neura network. After thetraining, theoutput datashould
be reversely normalized to restore the data
characterigtics. Thesmulation results show thet thedata
after normalizationis more conduciveto thelearning of
neura network, sotheorigind input and target dataare
preprocessed by normalization in this paper. Thedata
of main traffic influencing factors of Xiamen after
normalizationisshownintable 3.
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Table 3 Data of main traffic influencing factors in the normalized
Xiamen city

Year Passenger Cargo Total import
capacity volume and export volume
2000 -0.96 -1.01 -1.00
2001 -0.81 -1.00 -0.98
2002 -0.88 -1.01 -0.89
2003 -0.99 -0.95 -0.81
2004 -0.73 -0.95 -0.69
2005 -0.66 -0.92 -0.59
2006 -0.53 -0.87 -0.50
2007 -0.56 -0.84 -0.34
2008 -0.31 -0.77 -0.21
2009 -0.61 -0.58 -0.25
2010 -0.48 -0.45 0.06
2011 -0.24 -0.32 0.35
2012 -0.13 -0.22 0.54
2013 -0.11 -0.05 0.77
2014 0.21 0.51 0.76
2015 0.50 0.74 0.75

4.3.2 BP network structure design

The structural design of BP network includes the

determination of network input and output vectors and

the number of nodes, the selection of network layers,

the determination of the number of nodesinhidden layers,

the selection of transfer functions between layers, and

therangeof network connectionweightsand thresholds.

(1) Number of input and output nodes. Thispaper

selects five influencing factors related to the

traffic volumeof Xiamenastheinput vector, and

the passenger traffic and freight volume are the

target output of the network. So theinput node

of the network is5, and the output node of the
network is2.

(2) Number of network layers. It hasbeen proved
theoretically that networkswith abias and at
least onehidden layer plusonelinear output layer

can gpproximeteany rationd function. Increasing
the number of layers can further reducetheerror
and improve the accuracy, and can also
complicatethe network, thereby increasing the
traning timeof thetraining weight of the network.
However, the reduction of error and the
improvement of accuracy can also beachieved
by increasing the number of neuronsinthehidden
layer. On the other hand, thetraining effect is
also easier to observe and adjust thanincreasing
the number of layers. So ingeneral, we should
congdder increasng the number of neuronsinthe
hidden layer first. Thispaper adoptsthe network
structure of an intermediate hidden layer and
debugsthe neural network with the minimum
error by setting different number of hidden layer
nodes.

(3) Addnoise. Sncegaidica datadill hasacertan
gap compared with real data, noiseisadded to
theinput layer to improvetherobustness of the
training data. What isadded hereisarandomly
generated noisewithastrength of 0.01.

4.3.3 Training Neural Networks

By changing the number of nodes in hidden layer of
neural network, the neural network with different
precisionisobtained. Inthis paper, thetraffic volume
and itsinfluencing factorsdataof Xiamen City from 2000
to 2015 areused astraining data, and the neura network
with 5-10 hidden nodesisused for training. Thesix neurd
networks were used to predict the traffic volume of
Xiamen city in 2016 and 2017, and the datawith the
smallest average error was compared with the real
statistical value. The node number of neural network
hidden layer corresponding to the data was the node
number of neural network hidden layer findly determined
inthis paper. Thetraining resultsare shownintable 4.
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Table 4 BP neural network training results
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Number of layers 5 6 7 8 9 10
2016 passenger forecast data 1.02 1.01 0.98 0.99 1.02 1.01
2016 passenger actual data 0.96 0.96 0.96 0.96 0.96 0.96
Error 0.0625 0.052083 0.020833 0.03125 0.0625 0.052083
2016 Freight forecast data 3.13 3.05 3.01 3.08 3.05 3.11
2016 Actual shipping data 2.78 2.78 2.78 2.78 2.78 2.78
Error 0.125899 0.097122 0.082734 0.107914 0.097122 0.118705
2017 passenger forecast data 1.06 1.03 1 1.02 1.05 1.02
2017 passenger actual data 1.01 1.01 1.01 1.01 1.01 1.01
Error 0.049505 0.019802 0.009901 0.009901 0.039604 0.009901
2017 Freight forecast data 3.49 3.39 3.41 3.55 3.42 3.43
2017 Actual shipping data 3.03 3.03 3.03 3.03 3.03 3.03
Error 0.151815 0.118812 0.125413 0.171617 0.128713 0.132013
total mean error 0.09743 0.071955 0.05972 0.08017 0.081985 0.078176

According to thetest results, when the number of
hidden layer nodesof the neural network is7, theerror
between the passenger traffic and freight volume forecast
dataand the actud dataof Xiamenin 2016 and 2017 is
the smallest, so the number of hidden layer nodes is
selected inthispaper. Prediction wasperformed for a
BP neurd network of 7.

4.3.4 Prediction based on BP neural network

The above content has been screened out the best BP
neural network according to the principle of minimum
average error, namely the BPneura network whenthe
hidden layer nodeis7. The vaueof influencing factors
of traffic volume in Xiamen city in 2018-2020 obtained
fromtheinput table 2 of the same neural network after
trainingisused. Thefina forecast dataisshownintable
5.

Table 5 Predicted traffic volume of Xiamen City from 2018 to
2020 based on BP neural network

Year passenger volume  volume of freight traffic
2018 1.038 3.157
2019 1.051 3.252
2020 1.055 3.309

Accordingtotable5, the predicted resultsusing BP
neura network are 103.8 million passengersand 315.7
million tons of cargo in 2018. In 2019, 105.1 million
passengers and 3.252 tons of cargo weretransported.
INn2020, 105.5 million passengersand 330.9 milliontons
of cargo weretransported. The predicted results show
that the passenger and freight volume of Xiamenin2018-
2020isincreasing year by year, whichisinlinewiththe
actual development of Xiamen.

5. CONCLUSION

Inthispaper, amethod for urbantraffic volume prediction
isintroduced by combining polynomial regressonwith
BP neural network, and thefeasibility of the model is
tested with the actud traffic volumein Xiamencity. The
final result provesthat: 1) Polynomia regressonisused
to predict thetraffic influencing factorswithtime asa
sngleindependent variable. Thefitting degreeis higher,
and R"2 (goodness of goodness of judgment) isgreater
than 0.92, so the polynomial obtained by regressonis
obtained. It can accurately represent the law of the
dependent variable changing with time. 2) BP neural
network predictionmode has strong parale processng
and nonlinear processing ability, and cantrain aspecific
neural network with all the data summarized. In this
paper, different nodes of hidden layer are trained
respectively to obtain the neural network with the
minimumerror, whichisusedto predict thetraffic volume
of Xiamen city. Theforecast resultsshow that Xiamen's
passenger traffic in 2018-2020 is 103.8 million
passengers, 105.1 million passengers, and 105.5 million
passenger tripsrespectively; Xiamen'scargo volumein
2018-2020is315.7 million tons, 325.2 milliontons, and
330.9 milliontonsrespectively. Theforecast resultsshow
that thetraffic volumein Xiamenwill continueto rise,
whichisrelated to therapid economic development of
Xiameninrecent years. | n particular, the development
of Xiamen Port has played akey roleinthe growth of
Xiamen'straffic volume. However, theBPneura network
issengitivetotheinitial weight selection, and theinitial
value changes will affect the convergence speed and
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accuracy of the network. Fromthe above analyss, the
urbantraffic volume prediction mode based on BP neurd
network can be used to predict thetraffic volume of the
city. Therefore, it ispossibleto grasp the development
trend of urban traffic as a whole and have practical
sgnificancefor themanagement of integrated traffic.
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