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#### Abstract

Two well-known measures of fuzzy entropy due to De Luca and Termini [3] and Kapur [7] have been characterized by using sum, concavity and recursivity properties. It is shown that these are the only measures which can be characterized in terms of sum property, concavity and recursivity.


## 1. INTRODUCTION

The probabilistic measures of entropy due to Shannon [14] and Havrada-Charvat [5] are well known in the existing literature. There have been many characterizations of these measures provided by Shannon [14], Havrada-Charvat [5], Aczel and Daroczy [1], Fadeev [4], Mathai and Rathie [11] etc. These authors have not taken into consideration the concavity property of these measures which is very important because of its applications to maximum entropy principle. It is therefore necessary that concavity property of these measures should be considered as a property of primary importance and should be emphasized in characterization theorems.

One of the main problems in the description and modeling of complex systems is the impossibility of defining their meaningful parameters in an unambiguous and crisp manner. As a consequence, a sort of vagueness is present from the beginning and often every effort of eliminating it at a subsequent stage induces an oversimplification of the model and so a loss of information of the real system under study. A second problem is presented by the complexity of these systems which usually prevents the finding of solutions of the models without simplifications and forced approximations.

A possible way of avoiding these two drawbacks may be found by a suitable change of the descriptive language of the system. This new language should be compatible with the presence of elements of "fuzziness". A mathematical theory describing imprecise and vague notions is meaningful if the theory is also able to measure and control the indeterminacy which is introduced. A way of achieving this goal in the theory of fuzzy sets is provided by the theory of entropy measures

The measures of fuzzy entropy corresponding to Shannon's [14] and Havrada-Charvat's [5] probabilistic measures have been derived by De Luca and Termini
[3] and Kapur [7] respectively. Corresponding to Shannon's [14] measure of probabilistic entropy, De Luca and Termini [3] suggested the measure of fuzzy entropy as

$$
\begin{equation*}
H(A)=-\sum_{i=1}^{n}\left[\mu_{A}\left(x_{i}\right) \log \mu_{A}\left(x_{i}\right)+\left(1-\mu_{A}\left(x_{i}\right)\right) \log \left(1-\mu_{A}\left(x_{i}\right)\right)\right] \tag{1.1}
\end{equation*}
$$

Corresponding to Renyi's [13] measure of probabilistic entropy, Bhandari and Pal [2] suggested the measure of fuzzy entropy as

$$
\begin{equation*}
H_{\alpha}(A)=\frac{1}{1-\alpha} \sum_{i=1}^{n} \log \left[\mu_{A}^{\alpha}\left(x_{i}\right)+\left(1-\mu_{A}\left(x_{i}\right)\right)^{\alpha}\right] ; \quad \alpha>0, \alpha \neq 1 \tag{1.2}
\end{equation*}
$$

Corresponding to Havrada-Charvat's [5] probabilistic measure of entropy, Kapur [7] suggested the following measure of fuzzy entropy:

$$
\begin{equation*}
H^{\alpha}(A)=\frac{1}{1-\alpha} \sum_{i=1}^{n}\left[\mu_{A}^{\alpha}\left(x_{i}\right)+\left(1-\mu_{A}\left(x_{i}\right)\right)^{\alpha}-1\right] ; \alpha>0, \alpha \neq 1 \tag{1.3}
\end{equation*}
$$

Many other parametric and non-parametric measures of fuzzy entropy have been discussed and derived by Zadeh [15], Kapur [7], Kandel [6], Klir and Folger [8], Kosko [9], Loo [10], Parkash [12] etc. In the present paper, our aim is to characterize measures of fuzzy entropy in terms of concavity and recursivity properties.

In section 2, two well known fuzzy measures of entropy due to De Luca and Termini [3] and Kapur [7] have been characterized. In section 3, it is proved that these are the only measures which can be characterized in terms of sum property, concavity and recursivity.

## 2. CHARACTERIZATION THEOREMS FOR MEASURES OF FUZZY ENTROPY

## (a) Derivation of De Luca and Termini's Fuzzy Entropy

Theorem 1: The only function $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$ of the form $\sum_{i=1}^{n}\left[\phi\left(\mu_{A}\left(x_{i}\right)\right)+\phi\left(1-\mu_{A}\left(x_{i}\right)\right)\right]$ where $\phi(x)$ is a continuous, differentiable, concave function defined on $[0,1]$ for which $\phi(0)=\phi(1)=0$ and which satisfies the recursivity property is an arbitrary positive multiple of fuzzy measure corresponding to Shannon's [14] measure.

Proof: Let $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$

$$
\begin{gather*}
=\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\ldots+\phi\left(\mu_{A}\left(x_{n}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right) \\
+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)+\ldots+\phi\left(1-\mu_{A}\left(x_{n}\right)\right) \tag{2.1}
\end{gather*}
$$

where $\phi(x)$ is continuous, differentiable, concave function in $(0,1)$ for which $\phi(0)=\phi(1)=0$ and satisfies recursivity property.

We now study the properties of $H_{n}\left(\mu_{A}\left(x_{1}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$ :
(i) Since sum of any number of continuous, differentiable, concave functions is itself a continuous, differentiable, concave function, $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$ is a continuous, differentiable and concave function.
(ii) $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$ is permutationally symmetric, that is, it does not change if $\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)$ are permuted among themselves.
(iii) $H_{n+1}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right), 0\right)$

$$
=\phi\left(\mu_{A}\left(x_{1}\right)+\phi\left(\mu_{A}\left(x_{2}\right)+\ldots,+\phi\left(\mu_{A}\left(x_{n}\right)+\phi(0)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)\right.\right.\right.
$$

$$
+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)+\ldots+\phi\left(1-\mu_{A}\left(x_{n}\right)\right)+\phi(1-0)
$$

$$
=H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)
$$

Thus our function satisfies the property of expansibility.
Now we assume that the recursivity or the branching property holds so that

$$
\begin{align*}
& H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right) \\
& =H_{n-1}\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right), \mu_{A}\left(x_{3}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)+\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right) \\
& \quad H_{2}\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}, \frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+H_{n-1}\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right), 1-\mu_{A}\left(x_{3}\right) \ldots,\right. \\
& \left.\quad 1-\mu_{A}\left(x_{n}\right)\right)+\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right) H_{2}\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}, \frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right) \tag{2.2}
\end{align*}
$$

This gives

$$
\begin{aligned}
& \phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)=\phi\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right) \\
&+\left(\mu_{A}\left(x_{1}\right)\right.\left.+\mu_{A}\left(x_{2}\right)\right)\left(\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right) \\
&+ \phi\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)+\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
\left(\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right) \tag{2.3}
\end{equation*}
$$

which is functional equation whose only solution is given by

$$
\phi(x)=A x \log x(\text { See Appendix } \mathrm{I})
$$

Since $\phi(x)$ is to be concave, A has to be negative. Let $A=-K$, where $K$ is positive.
Thus $\phi(x)=-K x \log x$, where $K$ is an arbitrary positive constant, so that

$$
\begin{aligned}
& H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots ., \mu_{A}\left(x_{n}\right)\right)=\sum_{i=1}^{n}\left[\phi\left(\mu_{A}\left(x_{i}\right)\right)+\phi\left(1-\mu_{A}\left(x_{i}\right)\right)\right] \\
& \quad=-K \sum_{i=1}^{n}\left[\mu_{A}\left(x_{i}\right) \log \mu_{A}\left(x_{i}\right)+\left(1-\mu_{A}\left(x_{i}\right)\right) \log \left(1-\mu_{A}\left(x_{i}\right)\right)\right]
\end{aligned}
$$

which is arbitrary positive multiple of fuzzy entropy corresponding to Shannon's [14] probabilistic measure of entropy.

## (b) Derivation of Kapur's Fuzzy Entropy

Theorem 2: The only function $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$ of the form $\sum_{i=1}^{n}\left[\phi\left(\mu_{A}\left(x_{i}\right)\right)+\phi\left(1-\mu_{A}\left(x_{i}\right)\right)\right]$ where $\phi(x)$ is continuous, differentiable and concave function defined on $[0,1]$ for which $\phi(0)=\phi(1)=0$ and which satisfies the recursivity property given by

$$
\begin{gathered}
H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right) \\
=H_{n-1}\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right), \mu_{A}\left(x_{3}\right), \ldots, \mu_{A}\left(x_{n}\right)\right) \\
+\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)^{\alpha} H_{2}\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}, \frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right) \\
+H_{n-1}\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right), 1-\mu_{A}\left(x_{3}\right), \ldots, 1-\mu_{A}\left(x_{n}\right)\right) \\
+\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)^{\alpha} H_{2}\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}, \frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)
\end{gathered}
$$

is a fuzzy measure corresponding to Havrada-Charvat's [5] measure.

Proof: Let $H_{n}\left(\mu_{A}\left(x_{1}\right), \mu_{A}\left(x_{2}\right), \ldots, \mu_{A}\left(x_{n}\right)\right)$

$$
\begin{gathered}
=\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\ldots+\phi\left(\mu_{A}\left(x_{n}\right)\right) \\
+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)+\ldots+\phi\left(1-\mu_{A}\left(x_{n}\right)\right) \\
\quad=\sum_{i=1}^{n}\left[\phi\left(\mu_{A}\left(x_{i}\right)\right)+\phi\left(1-\mu_{A}\left(x_{i}\right)\right)\right]
\end{gathered}
$$

where $\phi(x)$ is a continuous, differentiable and concave function defined in $[0,1]$ for which $\phi(0)=\phi(1)=0$. Now by recursive property,

$$
\begin{gather*}
\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right. \\
=\phi\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)+\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)^{\alpha} \\
\quad\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right] \\
+\phi\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)+\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)^{\alpha} \\
{\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]} \tag{2.4}
\end{gather*}
$$

which is a functional equation for which the only continuous, differentiable solution is

$$
\phi(x)=A\left(x^{\alpha}-x\right)(\text { See Appendix I })
$$

Since $\phi(x)$ has to be a concave function, to make it concave for all positive values of ?? 1 , we take $A=\frac{1}{1-\alpha}$, so that $?(x)=\frac{x^{\alpha}-x}{1-\alpha}$.

Thus

$$
\begin{aligned}
\mathrm{H}_{\mathrm{n}} & \left(\mu_{\mathrm{A}}\left(\mathrm{x}_{1}\right), \mu_{\mathrm{A}}\left(\mathrm{x}_{2}\right), \ldots, \mu_{\mathrm{A}}\left(\mathrm{x}_{\mathrm{n}}\right)\right)=\sum_{i=1}^{n}\left[\phi\left(\mu_{A}\left(x_{i}\right)\right)+\phi\left(1-\mu_{A}\left(x_{i}\right)\right)\right] \\
& =\sum_{i=1}^{n}\left[\frac{\mu_{A}^{\alpha}\left(x_{i}\right)-\mu_{A}\left(x_{i}\right)}{1-\alpha}+\frac{\left(1-\mu_{A}\left(x_{i}\right)\right)^{\alpha}-\left(1-\mu_{A}\left(x_{i}\right)\right)}{1-\alpha}\right] \\
& =\frac{1}{1-\alpha} \sum_{i=1}^{n}\left[\mu_{A}^{\alpha}\left(x_{i}\right)+\left(1-\mu_{A}\left(x_{i}\right)\right)^{\alpha}-1\right] ; \alpha>0, \alpha \neq 1
\end{aligned}
$$

which is fuzzy measure of entropy corresponding to Havrada and Charvat's [5] measure.

## 3. MEASURES WHICH CAN BE CHARACTERIZED IN TERMS OF SUM-FUNCTION PROPERTY, CONCAVITY AND RECURSIVITY

We now consider the more general recursivity relation

$$
\begin{gather*}
\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right) \\
=\phi\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right\}+g\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right\} \\
\left.+\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right] \\
+\phi\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)+g\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right) \\
{\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]} \tag{3.1}
\end{gather*}
$$

This gives

$$
\begin{align*}
& \phi\left(\mu_{A}\left(x_{1}\right)\right)+ \phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(\mu_{A}\left(x_{3}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{3}\right)\right) \\
&=\left.\left\{\phi\left(\mu_{A}\left(x_{1}\right)\right)+\mu_{A}\left(x_{2}\right)\right)+\phi\left(\mu_{A}\left(x_{3}\right)\right)\right\}+\mathrm{g}\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right) \\
&+ {\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right] } \\
&+\left\{\phi\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{3}\right)\right)\right\}+g\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right) \\
& {\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right] } \tag{3.2}
\end{align*}
$$

Using (3.1) in (3.2), we get

$$
\begin{aligned}
\phi\left(\mu_{A}\left(x_{1}\right)\right)+ & \phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(\mu_{A}\left(x_{3}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{3}\right)\right) \\
& =\phi\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)\right\}+g\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)\right\} \\
& {\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{3}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)\right] } \\
+ & g\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right]
\end{aligned}
$$

$$
\begin{gather*}
+\phi\left(3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)\right)+g\left(3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)\right) \\
{\left[\phi\left(\frac{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{3}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)\right]} \\
+g\left\{\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right\}\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]\right. \tag{3.3}
\end{gather*}
$$

Again using (3.1), we get

$$
\begin{gather*}
\phi\left(\frac{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)=\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right) \\
+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)-g\left(\frac{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right) \\
{\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right]} \tag{3.4}
\end{gather*}
$$

Similarly

$$
\begin{gather*}
\phi\left(\frac{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)=\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right) \\
+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)-g\left(\frac{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right) \\
{\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]} \tag{3.5}
\end{gather*}
$$

Using (3.4) and (3.5) in (3.3.), we get

$$
\begin{gathered}
\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(\mu_{A}\left(x_{3}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right) \\
+\phi\left(1-\mu_{A}\left(x_{3}\right)\right)=\phi\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)\right)+g\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)\right\} \\
{\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)\right.}
\end{gathered}
$$

$$
\begin{align*}
& \quad+\phi\left(\frac{\mu_{A}\left(x_{3}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)-g\left(\frac{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right) \\
& \left.\left\{\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right\}\right]+g\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right\} \\
& \left\{\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right\} \\
& +\phi\left(3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)\right)+g\left(3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)\right) \\
& +\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right) \\
& +\phi\left(\frac{1-\mu_{A}\left(x_{3}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)-g\left(\frac{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right) \\
& \left.\quad\left\{\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right\}\right] \\
& \quad+g\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right) \\
&  \tag{3.6}\\
& {\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]}
\end{align*}
$$

Thus the recursivity property (3.1) can be extended to three fuzzy values if

$$
\begin{equation*}
g\left(\frac{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)}\right)=\frac{g\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right\}}{g\left\{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)+\mu_{A}\left(x_{3}\right)\right\}} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(\frac{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)}\right)=\frac{g\left\{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right\}}{g\left\{3-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)-\mu_{A}\left(x_{3}\right)\right\}} \tag{3.8}
\end{equation*}
$$

Equations (3.7) and (3.8) have the solution $g(x)=x^{\alpha}$ so that equation (3.1) becomes

$$
\begin{gathered}
\phi\left(\mu_{A}\left(x_{1}\right)\right)+\phi\left(\mu_{A}\left(x_{2}\right)\right)+\phi\left(1-\mu_{A}\left(x_{1}\right)\right)+\phi\left(1-\mu_{A}\left(x_{2}\right)\right) \\
\left.\left.=\phi\left(\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)+\mu_{A}\left(x_{1}\right)\right)+\mu_{A}\left(x_{2}\right)\right)^{\alpha} \\
{\left[\phi\left(\frac{\mu_{A}\left(x_{1}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{\mu_{A}\left(x_{2}\right)}{\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)}\right)\right]} \\
+\phi\left(2-\mu_{A}\left(x_{1}\right)+\mu_{A}\left(x_{2}\right)\right)+\left(2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)\right)^{\alpha} \\
{\left[\phi\left(\frac{1-\mu_{A}\left(x_{1}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)+\phi\left(\frac{1-\mu_{A}\left(x_{2}\right)}{2-\mu_{A}\left(x_{1}\right)-\mu_{A}\left(x_{2}\right)}\right)\right]}
\end{gathered}
$$

which is same as (2.4). Thus the only fuzzy measures which can be characterized in terms of sum-property, concavity and recursivity are those measures which correspond to Shannon's [14] and Havrada and Charvat's [5] measures.

## Appendix

Consider the functional equation

$$
\begin{equation*}
\phi(x)+\phi(y)=\phi(x+y)+(x+y)^{\alpha}\left[\phi\left(\frac{x}{x+y}\right)+\phi\left(\frac{y}{x+y}\right)\right] \tag{1}
\end{equation*}
$$

Putting $x=y$, we get

$$
\begin{equation*}
2 \phi(x)=\phi(2 x)+2^{\alpha} x^{\alpha} \cdot\left[2 \phi\left(\frac{1}{2}\right)\right] \tag{2}
\end{equation*}
$$

Putting $\phi(x)=x^{\alpha} \psi(x)$, we get

$$
2 x^{\alpha} \psi(x)=2^{\alpha} x^{\alpha} \psi(2 x)+2^{\alpha} \cdot x^{\alpha} \cdot 2 \cdot \frac{1}{2^{\alpha}} \psi\left(\frac{1}{2}\right)
$$

or

$$
\begin{gathered}
\psi(x)=2^{\alpha-1} \psi(2 x)+\psi\left(\frac{1}{2}\right) \text { so that } \\
\psi^{\prime}=2^{\alpha} \psi^{\prime}(2 x)
\end{gathered}
$$

Its solution is given by $\psi^{\prime}(x)=\frac{A}{x^{\alpha}}$, where $A$ is some constant

Integrating, we get

$$
\phi(x)=\frac{A x^{-\alpha+1}}{-\alpha+1}+B, \text { where } B \text { is some other constant. }
$$

Thus $\phi(x)=\frac{A x}{1-\alpha}+B x^{\alpha}$
Substituting in $\left(A_{2}\right)$, we get

$$
\begin{gathered}
\frac{2 A x}{1-\alpha}+2 B x^{\alpha}=\frac{2 A x}{1-\alpha}+B 2^{\alpha} x^{\alpha}+2^{\alpha+1} x^{\alpha}\left[\frac{1}{2} \cdot \frac{A}{1-\alpha}+B \frac{1}{2^{\alpha}}\right] \\
B=\frac{A}{1-\alpha}
\end{gathered}
$$

or

Thus $\phi(x)=A \frac{x^{\alpha}-x}{\alpha-1}$
Since $\phi(x)$ is to be a concave function, we choose
$A=-k$, so that $\phi(x)=k \frac{x^{\alpha}-x}{1-\alpha}, k>0$
As $\alpha-1 \phi(x)=-k x \log x$, which proves the result.
Concluding Remarks: One of the important applications of entropy measures is the study of maximum entropy principle. The importance arises due to the fact that the stationary value of a concave function, when it is obtained by Lagrange's method, will give the globally maximum value. Thus, when we get the stationary value, we have not to worry whether it is maximum or minimum and we have not to worry whether it is the largest maximum value. The problem of checking these can be complicated problem, since entropy is a function of $n$ variables. However, because of the concavity of Shannon and Havrada-Charvat's measures, these problems are automatically taken care of and the problem of entropy maximization becomes a relatively simple matter. It is therefore emphasized that concavity property is of primary importance and consequently it should be satisfied in all characterization theorems. In this communication, we have developed only two measures of fuzzy entropy via concavity and recursivity. Similar developments can be extended for the other existing as well as new measures of fuzzy entropy.
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