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Abstract: There has been a growing interest in the ability of embedded devices, sensors, and actuators to Communicate, 
and create a ubiquitous cyber-physical world. The growth of the notion of the Internet of Things (IoT) and the rapid 
development of technologies such as short range mobile communication and improved energy-efficiency is expected 
to create a pervasive connection of “things.” This will inevitably result in the generation of enormous amount of data, 
which have to be stored, processed, and accessed. Cloud computing has long been recognized as a paradigm for big 
data storage and analytics. The combination of cloud computing and IoT can enable ubiquitous sensing services and 
powerful processing of sensing data streams beyond the capability of individual things, thus stimulating innovations 
in both fields. There is an urgent need for novel network architectures that seamlessly integrate them, and protocols 
that facilitate big data streaming from IoT to the cloud. The data security, privacy, and reliability, are critical concerns 
during the integration. Our contribution is to analyze the current state of cloud-supported IoT to make explicit the 
security considerations that require further research work.
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1. INTRODUCTION
Duringthe last decades of the Twentieth Century, there was much research into sensor and communications 
technologies. At that time, sensor-based systems tended to be developed in “silos,” being localized, application- 
and technology-specific. It became evident that sensor data could potentially be used for many diverse purposes 
if a means of sharing could be devised. The term “Internet of Things” (IoT), first coined in 1999 by Ashton at 
MIT, 1 came to be used to capture this aspiration: (1) based on ever-wider connectivity of sensor/actuator-based 
systems, more general data sharing would become possible than within the specific applications for which those 
systems were developed and (2) computers would become autonomous, able to collect data and take decisions 
based on them, without human intervention. Moreover, IoT represents a broader move to the vision of pervasive 
or ubiquitous computing .

Recently, the IoT concept has captured imaginations within government and commerce, as a technology 
capable of supporting immense growth [1], [2]. However, systems aiming at this wider vision are in their infancy. 
Sensor/actuator-based systems have been developed independently of the IoT vision of open data sharing. It is 
crucial that the security, privacy, and personal safety risks arising from open access to data, across and beyond 
these systems, are evaluated and addressed. IoT potentially covers a wide range of applications, including smart 
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home systems, smart street lighting, traffic congestion detection and control, noise monitoring, city-wide waste 
management, real-time vehicle networks, and smart city frameworks [3]. At the individual level, personal health 
and lifestyle monitoring systems are being integrated with general health care services [4]. Such application 
scenarios tend to be sensor/actuator-based, each developed for a single purpose. In contrast, the IoT philosophy 
is the wide-scale integration of potentially all technology, including individual devices, applications, servers, 
and so forth, in addition to sensors/actuators, i.e., the data from a range of different sources is capable of diverse 
potential application and should be developed with broad usage and wide availability in mind.

Figure 1: The interactions within an IoT-cloud

The cloud is an obvious technology for achieving this open sharing. Cloud computing has evolved to 
manage, process, and store big data, that, e.g., has arisen from services such as search engines. Data analytics has 
become an essential complement to cloud-hosted web services. Similar services can be used for large-scale data 
from IoT systems (including those that are mobile), making them independently shareable and widely available. 
The cloud is an ideal component in an IoT architecture. First, because cloud services can operate across a range 
of systems, services, and devices, it provides the natural point for: (1) data aggregation and analysis and (2) the 
management, control, and coordination of the range of systems and services. Furthermore, (3) cloud services offer 
benefits in terms of resource management, as clouds are always ON, can scale to meet demand, and can allow 
the off loading from constrained hardware of data (for computation [5] and storage) and management specifics. 
In this paper, we use IoT-cloud to refer to IoT architecture that incorporates cloud services.
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The support for connectivity and open sharing via cloud services allows, e.g., emergency services to interact 
with traffic control, power (utility) providers, we present some key security considerations for IoT-cloud. Each 
section operates to encapsulate a number of considerations.

We first consider issues accessing the cloud (Section II), exploring issues of secure transport (1) and cloud 
access controls (2), before considering the range of data management concerns in Section III, We then discuss 
issues of identity management. Dealing with malicious “things” and associated attacks is explored in Section IV, 
The focus then turns to the integrity of cloud services, considering certification and trustworthiness Section V.

2. ACCESSING THE CLOUD

A. Secure Communications
There are two motivations for securing communication: (1) secrecy: preventing eavesdropping and data leakage and 
(2) integrity: protecting data from corruption/interference. Note that here we do not consider communication within 
subsystems, but rather are concerned with the interaction of “things” with cloud services. Secure communication 
is required to prevent unauthorized access to data (or metadata) that might be sensitive. Transport layer security 
(TLS) [6] uses cryptography to establish a secure channel to protect transmissions (including metadata such as 
protocol state, thus limiting side-channels) from both eavesdropping and interference. TLS employs a certificate 
based model, relying on public key infrastructure (PKI) and certificate authorities for authentication. TLS is 
a common feature of cloud-provider offerings, and can be used to secure the confidentiality and integrity of 
communications between “things” and the cloud provider. With a general view to making secure communication 
more commonplace, there is recent work on enabling TLS over protocol stacks other than TCP/IP to better suit 
the requirements of “things,” in terms of complexity and resource requirements. Examples include datagram 
transport layer security (DTLS [7], [8]) for datagram oriented protocols such as User Datagram Protocol (UDP), 
and LLCPS [9] that applies TLS over the near-field communications Logical Link Control Protocol (LLCP). 
Depending on the deployment, architecture, and interfaces to cloud services, these technologies could facilitate 
new forms of secure “thing”–cloud interactions. Apart from TLS, there are, of course, other mechanisms of 
securing “thing”–cloud communication. Data can be encrypted by applications, which protect data not only in 
transit butalso beyond. Sharing secrets naturally entails management and engineering considerations [10].

Aside from any vulnerability inherent in the approach, the protection offered by any secure communication 
mechanism is only as good as its implementation. For example, the recent Heart bleed vulnerability in the widely 
used OpenSSL library is estimated to have left 24%–55% of TLS protected endpoints open to attack [11]. Extra 
care and consideration must be given to the newer schemes and implementations currently being developed to 
support IoT, especially those that may not havebeen widely scrutinized or deployed.

B. Access Controls for IoT-Cloud
It is important that (external) access to cloud resources is regulated. Access controls [10] operate to govern the 
actions that may be taken on objects, be they accessing particular data (a file, record, and data stream), issuing 
a query, performing some computation, and so forth. Controls are typically principals focused, in the sense that 
control policy governing a particular action is defined to regulate those undertaking the action, enforced when 
they attempt to take that action. There are two aspects to access control: (1) authentication and (2) authorization. 
Authentication refers to verifying who a principal is, i.e., are they who they say they are? Authorization rules 
follow authentication; once a principal is identified, what are their rights and privileges; what actions are they 
authorized to undertake?

In a general cloud context, the provider will offer access controls to ensure that only the correct tenants/
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users (the principals) access the appropriate data and services. Cloud providers often have login/credential-based 
services for authenticating tenants/users. Authorization policy will be enforced as a principal attempts to take an 
action, based on their level of privilege, which might allow them to access storage and files held by the provider, 
initiate computation services, etc. The precise controls will depend on the specific service offering, but often 
include access control lists, role-based access controls, capabilities, etc. See [10] for an overview of a number 
of security engineering techniques.

In an IoT context, a challenge for any access control regime is accounting for the fact that the interactions 
between “things” may involve encounters with “things” never before seen, or owned and operated by others. 
Toward this, trusted platform modules (TPM) [12] offer promise by providing strong guarantees, e.g., with 
respect to device identity [13] and configuration [14], which access control mechanisms can leverage.

IoT-cloud poses extra challenges. The first concerns authentication, given the size and scale of the IoT 
vision, correctly identifying the “things” and determining the relevant cloud services/tenant applications is a real 
concern; Section V is dedicated to issues of identity. There are also difficulties in the fact that infrastructure and 
data may be shared. Currently, cloud policy is focused: authorization rules are to ensure that a tenant accesses 
only its own resources, i.e., their files, VMs, databases, etc. However, for the IoT-cloud, the lines are blurred. 
The data and resources of a tenant may be relevant to a number of different principals, and/or may control and 
coordinate a number of “things.” Policy must be able to be consistently defined and applied across both of these 
dimensions.

Access controls may be contextual, e.g., people may in general only access data concerning themselves. 
In exceptional circumstances, such as medical emergencies [15], wider access may be desirable, as specified 
by “break-glass policies.” Mechanisms are required to enable flexible access control policies to be defined by 
different parties, while also being able to identify and resolve potential policy conflicts. Such concerns are 
nontrivial, and will likely require some external constraints, such as ownership or economic incentives (e.g., 
those paying for the service) to help make access control policy more manageable.

3. DATA MANAGEMENT IN THE CLOUD

A. Identifying Sensitive Data
In an IoT context, it will often be the case that data is considered sensitive. This is because data will encapsulate 
various aspects of the physical environment, including highly personal information about individuals, groups, 
and companies, and can also have physical consequences, e.g., actuating commands. It is, therefore, important 
that security mechanisms are designed to take account of the potential sensitivity of the data. A recent example 
illustrating a failure of such involved a baby monitor, where an OS device on the local network could listen in 
without being subjected to access controls [16]. Furthermore, any device that had ever accessed the monitor 
could then remotely listen in, anytime, anywhere. This represents a clear failure to recognize and/or account for 
the sensitivity of the audio feed.

Identifying the “thing” that produces data may not always be sufficient to determine how sensitive its data. 
For example, a location sensor may be considered as generating sensitive data when representing the movements 
of a particular person, but the data produced by the same sensor may be less sensitive when itis attached to freight 
in transit. Furthermore, sometimes, only specific items/data-instances are highly sensitive, even when produced 
by the same “thing,” e.g., a facial recognition device in a public space could provide the current location of the 
Prime Minister, thus having national security implications.
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B. In-Cloud Data Protection
This concerns the cloud provider protecting data within their service, by preventing data leakage: (1) during 
transmission; (2) during processing; and (3) when data is stored “in the cloud.” In all cases, data should not flow 
to unauthorized parties, including cloud insiders as well as cloud users [17]. With respect to communication, 
some cloud providers now apply TLS internally within their infrastructure, including data centers to protect 
against any internal threats or security breaches. This appears largely in response to recent highly publicized 
security breaches, such as those carried out by the U.S. National Security Agency.

The business model of cloud service provision is based on economies of scale, through services that share 
resources. For example, tenants may share the same physical machine by running above separate VMs during 
processing. Therefore, cloud providers ensure strong isolation between cloud tenants/users to prevent the 
leakage of data between them. This isolation can occur at different levels, including the OS (containers) [18], 
VM (hypervisor) [19], and in hardware. If storage is provided, depending on the level of isolation, the service 
offering might implicitly segregate all resources from others. Other levels of isolation may involve shared 
data storage infrastructure and software, such as shared databases, and thus rely on standard access control 
technologies

Cloud providers invest significant resources into ensuring strong access controls and complete isolation. 
Some are important for IoT-cloud, as well as for cloud service provision in general. Concerns over the extent of 
provider access (by cloud insiders) do not only concern datathat can objectively be considered highly sensitive. 
Rather, there may be laws that lead to particular data management obligations. Or, simply, there may be little 
trust in the cloud provider, e.g., if they reside in a jurisdiction that lacks a robust data protection regime. In this 
case, the “thing” may decide to encrypt the data it uploads to the cloud.

4. MALICIOUS THINGS

A. Malicious “Things” Protection of Provider
The cloud provider will maintain various accesses, and other controls, to protect against specific attacks, e.g., 
a rogue “thing” attempting to exploit the service, perhaps through some sort of injection attack. Even if attacks 
are successful, cloud isolation mechanisms offer containment, limiting their fallout. Such attacks are not unlike 
the security concerns of the cloud as it is today. Previous sections have explored how IoT dramatically increases 
scale, where there is the potential for a vast number of “things” to interact directly with a provider. Thus, one 
clear IoT-cloud vulnerability is cloud denial of service (DoS), which could potentially be launched from a 
large number of compromised “things.” Cloud services are naturally elastic, designed to rapidly scale up/down 
resources in response to increases in demand, but still remain vulnerable to DoS [21]. Therefore, there is a need 
to explore more advanced DoS techniques in light of the fact that IoT greatly increases the scope of such an 
attack, particularly as “things” become more integrated with cloud services.

B. Malicious “Things” Protection of Others
Since the cloud can operate as a mediator and coordinator between “things,” it offers potential in terms of 
improving security across the IoT ecosystem. This is because the cloud provides a natural “choke-point” between 
“things,” in which security policy can be implemented and enforced. Requiring input data to pass through a 
validation process allows the cloud to effectively disconnect (or ignore inputs from) “things” that are detected as 
compromised. This also helps ensure data integrity, as only valid data (in terms of rate/format) rather than that 
from a faulty, compromised, or inappropriate (but perhaps non malicious) “thing” can enter a (possibly shared) 
database or flow to others via the cloud. Furthermore, there is scope for the cloud to be used more proactively, 
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e.g., by issuing control messages to “things” to turn them off (or adjust some parameters) where necessary, or 
perhaps to trigger software/firmware updates.

A fundamental consideration is in determining the “things” that have been compromised. This will be 
relevant at different levels, depending on the circumstances for instance, approaches could involve determining 
the malicious or untrustworthy nodes in a network [22], analyzing the data outputs, patterns of behavior 
or reputation of a “thing” [23], or perhaps involve human intervention, e.g., reporting a device as stolen. 
Work is required on developing such techniques, in line with new developments in technologies and their 
uses.

5. TRUST IN THE CLOUD PROVIDER

A. Trustworthiness of Cloud Services
A general concern is how much trust can be placed in a cloud service provider; i.e., that they will properly: 
(1) secure their service; (2) ensure it is correctly configured; (3) report leakages/issues; and (4) use data only for 
their intended purposes. Key to building trust is providing some degree of visibility/transparency over the cloud 
service. How this might be enhanced through audit, including when using external, third party cloud services 
and controlling where data is located in order to abide by regulations.

Recent developments in hardware technologies [24] enable new levels of trust, providing TPM [12] and 
remote attestation for cloud computing [25]. These can work to increase the level of trust that tenants have 
in the provider; for instance, by enabling data integrity and confidentially to be guaranteed regardless of the 
platform on which the data is processed [26],or to provide guarantees concerning the physical location of data 
[27]. Such techniques are reaching maturity, e.g., IBM is rolling out a scalable TPM-based cloud platform [25], 
[28].

It is likely the case that end-users are more willing to trust well-established and known cloud providers, 
rather than those with little history or reputation, such as startups offering cloud hosted applications. Several 
projects have focused on preventing the misuse or leakage of data by cloud applications through complex isolation 
mechanisms [29], which enables the control policy to be attached to data (potentially by “things,” tenants, or 
providers) in order to control the flow of data, and to generate audit logs. More generally, having mechanisms 
that limit data mismanagement are crucial to enabling the wide-scale vision of information sharing underpinning 
the IoT.

6. CONCLUSION
Cloud computing and Internet of Things (IoT) is an emerging technique getting growing interest in networking 
research community. The support of cloud to IoT places different security and privacy issues. In this paper 
we have identified and described security-related considerations within the following broadrange of concerns: 
issues of data transport to/from cloud services and data management in the cloud, issues associated with identity 
management, issues arising from malicious “things” and issues of certification, trust, and compliance with 
regulations and contractual obligations. This work is aimed serve as an introductory material to people who are 
interested in pursuing research in this area.
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