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Abstract: The main objective of operating system scheduler is to allocate the system resources appropriately to all the tasks or applications to obtain the multiprocessing and multithreading goal. To maintain the load on processors, schedulers perform an essential role in the embedded systems. In Linux, Completely Fair Scheduler (CFS) enhance the efficiency by ensuring the fairness among multiple tasks using thread fair scheduling algorithm. To prove the problem of unfairness and to evaluate the effectiveness of CFS algorithm there is need to analyze the performance. The CFS achieves the better performance and responsiveness as compared to earlier Linux scheduler algorithms. This paper illustrates how the fairness is achieved by CFS in Linux Kernel by calculating the runtime, timeslice and load-weight ratio for multiple tasks and after comparing with earlier Linux schedulers it is concluded that the CFS achieves better fairness and performance than earlier scheduler algorithm


1. INTRODUCTION

An essential part of system software is the operating system (OS) [1][2]. The operating system is the software which handles the group of hardware resources and act as intermediary among the user and computer hardware[3]. A scheduler is called as the controller of operating system. The goal of scheduler [3] is to prevent starvation and deadlock between the processes at running time. Process scheduling is a key part of Multiprogramming operating systems [3]. In such operating systems, multiple processes are loaded into the executable memory at the same time, and these loaded processes shares the CPU using time multiplexing. Process scheduler schedules different processes to be executed by the CPU based on a particular scheduling algorithm. A scheduler gives an efficient context switching cost by controlling scheduling period. It is the basis of a multiprogramming operating system such as Linux. Fairness obtained the maximum importance in the scheduler, and many of scheduling algorithms have been studied in order to attain accurate fairness.
2. RELATED WORK

A. Scheduler

The main function of the scheduler[4] is to allocate the CPU (processor) time fairly[5] to all the running processes. The process of CPU scheduling is allowing the execution of one process on CPU while another process is in waiting state due to lack of resources. The main goal of CPU scheduler is to make the system fair, fast and efficient. Modern operating systems (OS) mainly designed to achieve the optimal performance by virtualizing two resources such as CPU and Memory[6]. In the multitasking environment the virtualization of CPU is achieved by allocating the CPU among multiple tasks and to give the small fraction of CPU to Each running task is carried out by schedulers. Implementing scheduling algorithm is considered as a most difficult task because of dynamic priority tasks such as interactive task like Web browser which are called as higher-priority tasks and low-priority tasks such as non-interactive batch processes like program compilation. Also, scheduler has to protect against the starvation in low-priority tasks.

Operating system scheduler mainly concerned with different criteria [5]-[7] for evolution of scheduler performance:

1. Utilization – Defined as the amount of time the device is in use.
2. Throughput – it is the total number of processes completed per unit time.
3. Response Time – it is the amount of time taken by process to give first response after submitting the request.
4. Fairness – Defined as allocating equal amount of CPU time to each process.

Multitasking operating systems are of two types: preemptive and cooperative. Linux and most modern operating systems provide preemptive multitasking [6]. In preemptive multitasking, the scheduler decides when to stop the execution of running process and when to resume the new process to complete its execution.

B. Linux kernel Scheduler

The key component of Operating system (OS) is Kernel [1]-[5]. The kernel is piece of code which is responsible for resource management by receiving requests for resources, granting the request and servicing several interrupts[6][7]. Linux is open-source, multiprogramming OS. The Linux was earlier developed as desktop OS, as it is evolved further it can be uses as servers, mainframe computers, and embedded devices. Linux scheduler provides the multiprogramming, multiprocessing, user responsiveness and overall Fairness. For Linux scheduler[7] each process and thread is task and it mainly deals with tasks. The scheduler goes on evolving as the kernel developed and modified [8][9]. Earlier the Linux scheduler was not focused on complex architecture with multiple processors.

3. LITERATURE SURVEY

The Linux scheduler 1.2 was very simple [7][10] and faster one. It used the round robin scheduling policy[11] and managed the runnable task using circular queue. This scheduler was efficient for adding and deleting the processes in queue. The version 2.2 of Linux scheduler[11][12] support for symmetric multiprocessing (SMP) by introducing new concepts such as enabling scheduling policies for real-time tasks, non-real-time tasks and scheduling classes. The 2.4 Linux kernel version has introduced the scheduler which is better than the previous schedulers. This scheduler is named as O(N) [15] because it used the algorithm with O(n) complexity which iterated over every task during each single scheduling event. This scheduler divided total CPU time into epoch,
and each epoch is assigned to every task which was permitted to complete its execution up to its assigned time slice. If the executing task did not complete its execution in given epoch, then the remaining time slice was added to the new time slice which was allowed to execute the task and complete its execution in the next epoch. In such a way this scheduler iterates over the tasks by deciding which task to schedule next on CPU. Even though this scheduler is simpler than previous schedulers but it is cannot handle multiple tasks simultaneously in case of multiple runnable processes.

Linux kernel 2.4 designed the new scheduler called as O(1) to overcome the limitations of O(N) scheduler by removing the ability of the scheduler to iterate over all tasks in the system to identify next task for scheduling [14][17]. O(1) scheduler is designed in such a way that, instead of going through all the process in system it consist of two running queues to identify the next task to execute. First running queue keep the trac of all active processes which are ready to execute, while second running queue consist of the list of all expired processes. Whenever there is need to select the next task to schedule, O (1) scheduler selects the task from queue that consist of active processes. Due to this unique functionality the O(1) scheduler is more scalable and efficient than the O (N) scheduler[17]. O(1) can also determine whether the task is CPU-bound or I/O-bound. But this scheduler becomes unmanageable in the kernel due to its huge code.

In the paper [10] author C.S. Wong, R.D. Kumari, and J.W. Lam has compared the two Linux kernel scheduler such as O (1) and Completely fair scheduler (CFS) in terms of fair sharing policy and interactive performance. In Linux kernel 2.6 O(1) scheduler is used while in 2.6.23 uses the CFS. O(1) replaced by CFS. Design goals of CFS are to provide the fair amount of CPU among all runnable tasks without immolating their interactive performance. Both scheduler shares some characteristics in terms of fairness and interactive performance. Author has measured these design goals by using benchmarks that measures the system performance in terms of throughput. The results from the test conclude that the CFS is more fairer than O(1) in case of CPU bandwidth distribution and interactive performance.

In paper[11] author J. Wei, R.Ren, Juarez, F. Pescador provides the Energy based Fair Queuing scheduling algorithm(EFQ) which consume the energy on many devices. EFQ algorithm can achieve proportional sharing of power by consuming power on both CPU and I/O tasks based on their energy consumptions. Author also proposed that sharing of power of specific application can be protected by EFQ which is not achieved by CFS. So, the CFS is extended by adding the new scheduling policy SCHED_EFQ. Four variables are included to the structure such as sched_entity and struct cfs_rq and initial weight, reserved share, energy packet size and warp parameters are added. Then the Linux nice values are calculated from 40 to 100. The nice values ranges from [-20 to 19] which is further modified to [-50 to 40].

Many research studies have been carried out on the Fairness of CFS in Linux Kernel. However few studies are focuses on the frequency scaling scheme using CFS. To achieve the CFS enabled Frequency Scaling scheme there is need to prove the fairness of CFS and also to compare the performance of CFS with earlier schedulers.

4. COMPLETELY FAIR SCHEDULER (CFS)

The latest Linux kernel scheduler is Completely Fair scheduler (CFS)[7][9][14] which was introduced in Linux Kernel 2.6.23 and extended in 2.6.24. CFS is “Desktop” process scheduler which was implemented by Ingo Molnar. Its core design can be summed up in single sentence: “CFS basically models an ‘ideal, precise multitasking CPU’ on real hardware [7][14].” This scheduler’s key role is to eliminate the unfairness from the system by allocating a fair amount of CPU to each runnable process. In CFS the ‘ideal, precise multitasking CPU’ means the CPU which runs multiple processes concurrently by dividing the power of processor (Fair share of processing time) among all runnable processes. That means if single process is running in the system then it will get 100%
CPU’s power, if there are two runnable processes then each process will execute on 50% of processor’s power in this way the multiple runnable processes can execute simultaneously by sharing the fair amount of CPU. It is impossible to get the ideal CPU in reality, but the CFS tries to imitate such ideal processor in system [16]. for scheduling the process CFS uses the process priority and timeslice [11][17]. timeslice is defined as the total amount of time taken by process to run and the process which is having the large timeslice is considered as higher priority process. The nice value given to each process according to user’s perspective determines the priority of process. The proportion of the time that any processor receives is determined by the difference between the nice values of runnable process and the nice value of process itself.

The CFS Scheduler supports the following scheduling policies:

SCHED_NORMAL/SCHED_OTHER: It is used for regular tasks.
SCHED_FIFO: Uses the First-In-First-Out Scheduling Policy
SCHED_BATCH: It is used for running the tasks for longer time without preempting it.
SCHED_IDLE: it is used to avoid the tasks to get into the priority.
SCHED_RR: Similar to SCHED_FIFO, but uses the Round Robin scheduling algorithm.

In CFS, processes (tasks) are given processing time, when time for any task is out of balance (if tasks have not given the fair amount of CPU) as compared to other task, then those out of balance tasks should given the processing time to execute, in this way CFS maintains the Fairness [19]. So, to determine the balance among multiple tasks CFS introduces the concept of “virtual runtime (vruntime)” [17]. Virtual runtime defines the total amount of time provided to given task. The task which is having small virtual time means it has higher priority and will schedule first. This scheduler also maintains the fairness for those processes which are waiting for I/O events to occur. Instead of maintaining these processes in run queue, the Completely Fair Scheduler maintains the time order Red-Black tree (RBTree) in order to decide the task to schedule next on processor. CFS maintains the time order RBTree. Red-black tree [17][19] is generally the self balancing search tree which has following features:

1. Each node in the RBtree is either black or red.
2. Every leaf node is black.
3. If node is red then it means that both its children are black.
4. Every simple path from node to leaf node contains the equal number of black nodes.

The benefits of using RBtree in CFS are:

1. It is self Balancing tree, which means that there is no path from the root to leaf node is more than twice as long as any other.
2. For searching the RBTree takes O(log n) time.

The Figure 1. Shows the Red-black tree and each node in tree is task/process in the system and key value of the node represent the virtual runtime of the specific task. According to the definition of Red-black tree, left most node has smallest key value, which means that this task has highest priority with smallest virtual runtime and vice versa. Hence CFS has to take left most tasks for processing and once the task is processed then it is removed from tree.

The virtual runtime can be considered as a weighted time slice, which is represented by following equation-[11][12]
From the equation (1) of virtualruntime, \( \text{delta_exec} \) is the total amount of execution time of task, default weight of process means the unit value of weight and load.weight is weight of task/entity[19]. The weight of runnable processes is decided by their priority. By assigning the proper weights to processes the CFS maintains the fairness [17][18]. In CFS share is calculated as:

\[
\text{share} = \frac{\text{weight scheduled entity}}{\text{total weight of all entities in CFS runqueue}}
\]  

(2)

Time slice is defined as:

\[
\text{Time slice} = \text{share} \times \text{period}
\]  

(3)

in equation (3), the period is the total time slice that is used by scheduler for all tasks. The minimum period is 20ms. To calculate the priorities of tasks, CFS uses task weight represented by load.weight and divides runtime by tasks weight which is saved as vruntime in a RBtree.

On an ideal hardware only single task can run at once. So each task gets a particular time slice. The weight of a task depends upon the nice level which ranges from \(-20\) to \(+19\) and the scheduling policy. The time slice for a process becomes smaller as the load increases. The time slices of the range \([-20\ldots0\ldots19\] are mapped with an array of time \([800ms\ldots100ms\ldots5ms\)\]. The total task at any given time are considered and the fraction time for each task is calculated by equation (4).

\[
\text{load – weight ratio}(i) = \frac{\text{time_slice}(i)}{\sum_j \text{time_slice}(j)}
\]  

(4)

Table 1 above represents Virtual Runtime for each process is equal which proves the fairness property of CFS. For simplicity, the Period of execution is taken as 100 ms. Each value of nice is mapped with its equivalent load. The total load weight for each runqueue process is calculated by calculating the load-weight ratio. The reference load weight, it the inverse load weight consider the value of 1024 and finally the vruntime is computed as the product of period to reference load weight. The equal vruntime in table shows that CFS achieves fairness among all runnable processes.
5. CONCLUSION

The paper is about the survey of fairness and performance analysis of Completely Fair scheduler is defined by calculating the vruntime of all tasks in CFS runqueue. To define the fairness of CFS it is compared with other Linux scheduler theoretically and it is concluded that the CFS maintains the fairness and gives better performance than earlier Linux scheduler such as O(1) and O(N). As Embedded processors are getting more numerous and complex day by day. So, power management is the biggest issue in embedded systems. To maintain the performance of embedded system analysis of frequency change is an essential task. Hence the further research will be carried out on CFS scheduler-driven DVFS scheme to maintain the performance of embedded system. Also, the Response-time Estimation will be carried out by running the Compute-Intensive Task in Scheduler-driven DVFS scheme.
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