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**ABSTRACT**

Researchers are exploring challenging techniques for the analysis of power quality signals for the detection of power quality (PQ) disturbances. PQ disturbances have become a serious problem for the end users and electric utilities. Numerous algorithms have been developed for the classification of unstructured data. In this paper, the classification of power quality signals are performed based on autoencoders and convolutional neural networks (CNN). The work focuses on classifying power quality signals into known categories of waveforms such as swell, sag, harmonics and their combinations. Signals are fed to the autoencoder for the extraction of features, which are then classified using Support Vector Machine. This classification result is compared with another technique, where the signals are given to convolutional neural network and are subjected to classification using softmax regression. The second method gave an accuracy of 97%, which is superior to that obtained by an autoencoder.
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1. **INTRODUCTION**

In recent years, power quality signal related issues are becoming a serious problem for the utilities and the customers. Therefore, it is essential to monitor these disturbances. Different types of signal processing techniques are used for monitoring the power quality. Monitoring systems processes power signals to distinguish the type of disturbances present in the signal. There are two types of power quality disturbances, Variations and Events. Variation refers to the small deviation from the normal waveform such as voltage fluctuations, voltage and the current imbalance, harmonic distortion and high frequency noise. Events are large disturbances that happen occasionally. Sudden disturbances like voltage swell, sag, interruptions, voltage dips, transients come under events [1]. This paper proposes a deep learning based approach for feature generation and classification of power quality signals into six classes like normal, harmonics, swell, sag, swell with harmonics and sag with harmonics. Deep learning technique, suggests incorporating artificial intelligence to the system by learning the hierarchical representations. The concept of deep learning is originated from artificial neural network. Autoencoders and convolutional neural networks are two artificial neural networks used in this paper. Autoencoder is a neural network model introduced by Geoffrey Hinton in 1980s [2]. It is an unsupervised learning algorithm, in which it automatically learns features from the unlabelled data. The second neural network used in the work is CNN. Convolutional Neural Network (CNN) is designed by motivation from the discovery of visual mechanism known as visual cortex in the brain. As the functions of a visual cortex are performed by cells, in CNN, the convolutional layer performs those functions. A convolutional neural network consists of many layers such as convolutional, pooling, activation and fully connected layers. It transforms the input data into an output with the help of some differentiable function. The classification methods used in this work are SVM and softmax regression. SVM is a supervised machine learning technique used for classification and regression. Softmax regression is a multiclass classification algorithm used when the classes are mutually
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exclusive. This paper focuses on the comparison of the classification accuracy of power quality signals by two methods. In the first method, feature extracted from autoencoder is classified using SVM whereas, in the second method, signals are fed to CNN which is followed by a softmax layer for classification.

In this paper, section 2 discusses about the methodologies such as autoencoder, CNN, SVM and softmax regression, that are required for the work. Section 3 describes the experiments done. In section 4 the results obtained from the experiment are discussed. Finally, conclusion is drawn in section 5.

2. METHODOLOGY

2.1. Autoencoder

Many simple neurons are interconnected to form a neural network. Neural network defines a complex and non-linear hypotheses \( H \) with parameters as weights \( (W) \) and biases \( (b) \) that fits the data. These weights and biases are fixed to an optimum value by minimizing the error between the predicted output \( H_{w,b}(x) \) and actual output \( y \). Autoencoders are simple learning networks that aims at transforming the input into some representation so as to reconstruct the input with least possible amount of distortion [3][4]. It is a multi layered neural network with a small intermediate layer that can be trained to convert the input data into a lower or higher dimensional code so that the input vectors are reconstructed. In such autoencoder networks, fine tuning of weights can be done using gradient descent method. An autoencoder has input, hidden and output layers. The network can have one or more hidden layers. Fig. 1 shows the network architecture of an autoencoder with one hidden layer. The values at the nodes in the hidden layer will be kept hidden there by providing data abstraction. All the connections between the nodes of different layers are associated with a weight and each node has a bias[5]. Consider the feed forward network Fig. 2. The network has three units in the input and hidden layer, and one unit is the output layer. The +1 units are the bias units, which represents the intercept term. Let \( N_l \) be the number of layers in the architecture shown in Fig. 2. \( l^{th} \) layer is represented as \( L_r \). \( U_l \) is the total count of units in the layer \( l^{th} \). \( w_{m}^{(r)} \) denotes the weight of the connection between the \( q^{th} \) unit in the \( p^{th} \) layer and the \( p^{th} \) unit in the \( (l+1)^{th} \) layer. \( b_p^{(r)} \) represents the bias associated with the \( p^{th} \) unit in the \( (l+1)^{th} \) layer. \( A_p^{(r)} \) denotes the activation of \( p^{th} \) unit in \( l^{th} \) layer. For training an autoencoder, activations of each unit are found by performing feed forward pass. Thus, finally, the predicted outputs will be obtained as the activations of the output units. The partial derivatives of the cost function needed in gradient descent are found through back propagation algorithm. If \( Z^{(l+1)} \) denotes the inputs to \( (l+1)^{th} \) layer, recalling the inputs \( x \) as \( A^{(0)} \), the activations can be found as

\[
Z^{(l+1)} = w^{(l)} A^{(l)} + b^{(l)} \tag{1}
\]

\[
A^{(l+1)} = F\left(Z^{(l+1)}\right) \tag{2}
\]

where \( F(\cdot) \) is the activation function. In case of a training data set with a single example \( (x, y) \), the squared error cost function is

\[
C(w, b; x, y) = \frac{1}{2} \left\| H_{w,b}(x) - y \right\|^2 . \tag{3}
\]

For examples, the cost function becomes sum of squared error term and a regularization term to prevent over fitting. The intention of autoencoder is to minimize \( C \) with respect to \( W \) and \( b \) so as to reduce the error between the predicted and actual output. For training the neural network, some random values approximately equal to zero are assigned to both \( W \) and \( b \). Applying gradient descent algorithm, parameters are fixed with an optimized value by minimizing the cost function. The parameters \( w \) and \( b \) are updated as:

\[
C(w, b) = \frac{1}{m} \sum_{p=1}^{m} \frac{1}{2} \left\| H_{w,b}(x) - y \right\|^2 + \frac{\lambda}{2} \sum_{l=1}^{L} \sum_{p=1}^{U_l} \sum_{q=1}^{U_q} \left( w_{pq}^{(l)} \right)^2 \]
where $\alpha$ is the learning rate and

$$w_{pq}^{(l)} = w_{pq}^{(l)} - \alpha \frac{\delta C(w, b)}{\delta w_{pq}^{(l)}}$$

(4)

$$b_{p}^{(l)} = b_{p}^{(l)} - \alpha \frac{\delta C(w, b)}{\delta b_{p}^{(l)}}$$

(5)

These partial derivatives of the cost function, which are needed in gradient descent method, are computed by back propagation algorithm as follows:

$$\frac{\delta C(w, b)}{\delta w_{pq}^{(l)}} = \left[ \frac{1}{m} \sum_{p=1}^{m} \frac{\delta C(w, b; x^{(p)}, y^{(p)})}{\delta w_{pq}^{(l)}} \right] + \lambda w_{pq}^{(l)}$$

(6)

$$\frac{\delta C(w, b)}{\delta b_{p}^{(l)}} = \left[ \frac{1}{m} \sum_{p=1}^{m} \frac{\delta C(w, b; x^{(p)}, y^{(p)})}{\delta b_{p}^{(l)}} \right]$$

(7)
1. Perform a feed forward algorithm to find activation of all the nodes in the network.

2. In the output layer \( N_l \), compute 
   \[
   e^{(l)} = (y - A^{(l)}) F'(Z^{(l)})
   \]
   which measures how long the node is subjected to the error in the output.

3. Find the error terms of the nodes from the last to the first hidden layer. For
   \[
   l = N_l - 1, N_l - 2, \ldots, 2,
   \]
   
   \[
   e^{(l)} = \left( w^{(l)} \right)^T e^{(l+1)}, F'(Z^{(l)})
   \]

4. Partial derivatives can be calculated as:
   \[
   \nabla_{w^{(l)}} C(w, b; x, y) = e^{(l+1)} \left( A^{(l)} \right)^T
   \]
   \[
   \nabla_{b^{(l)}} C(w, b; x, y) = e^{(l+1)}.
   \]

2.2. Convolutional Neural Network

Convolutional Neural Network (CNN) is an artificial neural network. Different layers are stacked together to form CNN architecture. Commonly, four types of layers used to build convolutional neural networks are: convolutional layers, pooling layers, nonlinear or activation layers and fully connected layers. Four hyper parameters of CNN are number of filters \( K \), their spatial extend \( F \), stride \( S \) and zero padding \( P \). Convolution layer plays a key role in feature extraction. It contains filters that are convolved with the input and the features are extracted. Convolution is performed by sliding each filter over the input, thereby summing up the dot product of the elements of the input and filter\[5\]. Each filter extracts one feature from the input. The weights of the filters in the convolution layer are computed as part of the training process. Each feature of a layer receives an input from a small neighborhood of the previous layer, known as receptive field. Convolutional layers extracts the local features because, they restrict the receptive fields of the hidden layers to be local. Thus, CNN has a locally connected structure. CNN may contain one or more convolutional layers. In the case of more than one convolution layer, the activation map from one layer is fed as input to the next convolutional layer and so on. Activation map is a sheet of neuron output in which, each neuron is connected to a small region in the input called receptive field and all of them share same parameters. But, the parameters will be different for different filters; \( K \) filters maps to \( K \) different activation maps. Higher level features are extracted by higher level layers. The convolved results are then activated by the activation functions. Second layer of a CNN contains activation functions for the identification of like features. CNNs uses some specific functions such as Rectified Linear Units (ReLUs) \[6\] and continuous trigger functions. ReLU is the rectified linear unit. It implements the function \( y = \max(x, 0) \). Continuous trigger functions includes tanh and sigmoid functions. The third layer, pooling layer is the sub sampling or down sampling layer. In convolution layer, the spatial volume of the input is preserved. The pooling layer shrinks the input volume spatially. It reduces the resolution of the features. Down sampling operations are performed on every single activation map independently. Two types of pooling that are commonly used are: average pooling and max pooling. Input is divided into non overlapping regions. In average pooling, the average and in max pooling, the maximum of the data points in those non overlapping regions is the output. Fully connected layers are the final layers of the CNN. This layer contains neurons that connect to the entire input volume as in ordinary neural network. The specified target output scores is obtained from this layer.

Fig. 3 shows a CNN with one convolution layer of filters represented as \( f \), which computes certain features of the input. Then, the output is fed into a fully connected layer \( F \). Here, \( A \) considers only two data points. The window size of the convolutional layer would be much larger. Also, more convolutional layer can be used in a CNN. By adding more convolutional layers, more abstract features can be extracted. A max pooling layer considers small blocks of features from the previous layer and finds the maximum from each
block. The output from the pooling layer gives information regarding the presence of a feature in a region of the preceding layer, but not the precise location of its presence. Max-pooling layers can be thought of as a zoom out [7]. The Fig. 4 shows a CNN with two convolutional layers, one with filters A and the other with filters B. Both figures show the architecture for one dimensional data. Higher dimensional data can be fed to CNN. While using higher dimensional data, instead of segments, filters will look for patches.

2.3. Support Vector Machine

SVM [8] is a supervised learning approach for classification and regression. SVM aims at finding a target value for the test data based on the trained model. In SVM, a linear classifier (hyperplane) separates different classes with a maximum separation. The hyperplane that separates two classes is represented as:

\[ w^T x_i - \xi = 0 \]  

(10)

where \( w = [w_1, w_2, \ldots, w_n]^T, \xi \in \mathbb{R} \). \( x_i \) is a training sample with a label \( y_i \in \{-1,1\} \). The decision function is given by \( \text{sign}(w^T x_i - \xi) \). The problem formulation of SVM in matrix format for this case is:

\[
\min_{w,\xi} \frac{1}{2} w^T w \\
\text{subject to: } D(Xw - \xi) \geq e 
\]  

(11)

Figure 3: CNN with one convolution layer and one fully connected layer.

Figure 4: Convolutional Neural Network.
where $D$ is a $m \times m$ diagonal matrix with elements of $\lambda$, the label set as diagonal elements, $X$ is the $m \times n$ data matrix and $e$ is $m \times 1$ column vector of ones. This formulation is valid only for linear data. In case of non-linearly separable data, a mapping operator $\phi$ is employed to map the data to a relatively manageable higher dimension. The above mentioned formulation is efficiently implemented in LibSVM [9] a kernel based software library which supports multiclass classification [10].

2.4. Softmax Regression

Softmax regression [5] is a multinomial logistic regression. Logistic regression is a binary classifier whereas, softmax regression is a multi class classifier. In softmax regression, the hypothesis is to find the probability of getting each classes. Let the training dataset contains $m(x, y)$ pairs and $K$ classes. The output of the hypothesis function will be the probabilities estimated:

$$
(x^{[i]}_o) = 
\begin{bmatrix}
p(y^{[i]} = 1 | x^{[i]}_o; \theta) \\
p(y^{[i]} = 2 | x^{[i]}_o; \theta) \\
\vdots \\
p(y^{[i]} = K | x^{[i]}_o; \theta)
\end{bmatrix}
= \frac{1}{\sum_{j=1}^{K} \exp(\theta^T_j x^{[i]}_o)}
\begin{bmatrix}
\exp(\theta^T_1 x^{[i]}_o) \\
\exp(\theta^T_2 x^{[i]}_o) \\
\vdots \\
\exp(\theta^T_K x^{[i]}_o)
\end{bmatrix}
$$

(12)

where $\theta$ represent the parameters. On classifying the test data, a category with highest probability will be selected. In softmax regression, the parameters are found by optimizing the cost function

$$
C(\theta) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{K} 1[y^{[i]} = j] \log \frac{\exp(\theta^T_j x^{[i]}_o)}{\sum_{l=1}^{K} \exp(\theta^T_l x^{[i]}_o)}
$$

(13)

3. EXPERIMENT

The experiments are done on the data set of power quality signals that are generated in Matlab. The data set consists of six classes of signals, each representing the disturbances that may occur in power line signals. Each class contains 100 signals of length 2560. Normally, the features that are extracted from the data are classified using some algorithms.

In this work, the signals are first fed to autoencoder with single hidden layer for feature extraction. Different types of features are extracted by varying the number of hidden units in the autoencoder. The features extracted are then classified using Support Vector Machine. LibSVM package is used for classification. It is commonly used for binary classification. In this work, multiclass classification is performed.
using LibSVM. Fig. 5 shows the flow graph of the steps performed in this work. Similarly, the signals are fed to convolutional neural network followed by a softmax layer. Feature extraction and classification accuracy were compared by varying the number of filters in the convolutional layer. Higher classification accuracy was observed on using CNN.

4. RESULTS AND DISCUSSIONS

4.1. Power signal generation

The power signals for classification are synthetically generated in Matlab. Fig. 6 shows the signals generated. Six classes of signals, one of normal signal and the other five with disturbances, such as swell, sag, harmonics, swell with harmonics and sag with harmonics are generated in Matlab using the following parametric equations as in Eq.14-Eq. 19[11]:

- Normal Signal

\[ V = Amp \sin (\omega \cdot t) \]  

where, Amp is the signal magnitude, \( \omega \) is the power system frequency and \( t \) is the sampling time.

- Sag Signal

\[ V = Amp \left(1 - A_s \left(u_s \left(t - t_1\right) - u_s \left(t - t_2\right)\right)\right) \sin (\omega \cdot t) \]  

where \( u_s(t) \) is the unit step function and \( A_s \) represents the magnitude of sag.

- Swell Signal

\[ V = Amp \left(1 + A_3 \left(u_3 \left(t - t_1\right) - u_3 \left(t - t_2\right)\right)\right) \sin (\omega \cdot t) \]  

where, \( A_3 \) represents the magnitude of swell.
• Harmonics

\[ V = Amp \cdot \sin(\omega \cdot t) + Amp \cdot \sin(3 \cdot \omega \cdot t) + \]
\[ Amp \cdot \sin(5 \cdot \omega \cdot t) + Amp \cdot \sin(7 \cdot \omega \cdot t) \]  \hspace{1cm} (17)

\[ V = Amp \left(1 - A_3 \left( t - t_1 \right) - A_3 \left( t - t_2 \right) \right) \]
\[ \sum_{i=1,3,5,7} \alpha_i \cdot \sin(i \cdot \omega \cdot t) \]  \hspace{1cm} (18)

where, \( A_3 \) is the magnitude of sag and \( \alpha_1, \alpha_3, \alpha_5, \alpha_7 \) are the magnitudes of 1st, 3rd, 5th and 7th harmonics respectively.

• Sag with harmonics

\[ V = Amp \cdot \left(1 + A_3 \left( t - t_1 \right) - A_3 \left( t - t_2 \right) \right) \]
\[ \sum_{i=1,3,5,7} \alpha_i \cdot \sin(i \cdot \omega \cdot t) \]  \hspace{1cm} (19)

where, \( A_3 \) is the magnitude of the swell and \( \alpha_1, \alpha_3, \alpha_5, \alpha_7 \) are the magnitudes of 1st, 3rd, 5th and 7th harmonics respectively.

<table>
<thead>
<tr>
<th>No. of hidden units</th>
<th>Overall accuracy (%)</th>
<th>Classwise Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Harmonics</td>
</tr>
<tr>
<td>500</td>
<td>36.49</td>
<td>58.42</td>
</tr>
<tr>
<td>1500</td>
<td>18</td>
<td>19.22</td>
</tr>
<tr>
<td>5000</td>
<td>16.61</td>
<td>24.8</td>
</tr>
</tbody>
</table>
4.2. Classification using SVM

Power signals are fed to an autoencoder with a single hidden layer. The signals that are considered for classification have a length of 2560. Thus, 2560 units are considered in the input and output layer of the autoencoder. The signals are mapped into feature space by the autoencoder. The features are extracted at the hidden layer and then classified using support vector machines. Number of nodes taken in the hidden layer are varied, such as 500, 1500, 5000 and the classification accuracy on each case are noted. The algorithm of Support Vector Machine is used for classification. The LibSVM library is used for training and the prediction of class value of the test data. LibSVM has options for selecting the type of classification, kernel, and different parameters. 50% of the signals from each class is used for training and the machine is tested using the remaining 50% for finding the accuracy. Table 1 shows the accuracy obtained on classifying power signals using SVM. Overall accuracy of classification decreased on increasing the number of units in the hidden layer of the autoencoder.

4.3. Classification using CNN

CNN with two convolutional layers and two fully connected layers is considered. 50% signals from each class is used for training and the remaining 50% for testing. Classification accuracy of the test input data is calculated by changing the number of filters in each convolutional layer. Table 2 shows the accuracy obtained on using CNN for classification. The number of filters is varied as 512, 256 and 128 in the first convolution layer and 8 and 16 in the second convolution layer. Accuracy of 97% is obtained when 256 and 16 filters are used in the first and second convolutional layers respectively.

<table>
<thead>
<tr>
<th>No. of filters in layer 1</th>
<th>No. of filters in layer 2</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>512</td>
<td>8</td>
<td>90.19</td>
</tr>
<tr>
<td>256</td>
<td>8</td>
<td>83.39</td>
</tr>
<tr>
<td>128</td>
<td>8</td>
<td>87.09</td>
</tr>
<tr>
<td>512</td>
<td>16</td>
<td>78.19</td>
</tr>
<tr>
<td>256</td>
<td>16</td>
<td>96.99</td>
</tr>
<tr>
<td>128</td>
<td>16</td>
<td>69.49</td>
</tr>
</tbody>
</table>

5. CONCLUSION

Power quality signals are generated in Matlab and are classified using neural networks. Six types of signals where generated, one of normal type and other five with disturbances like swell, sag, harmonics, swell with harmonics and sag with harmonics. Signals of length 2560 were mapped on to a dimension of 500, 1500 and 5000 by using the autoencoder and these are classified using SVM. Test data were not correctly classified. Classification using CNN resulted in better accuracy. On using 256 filters in the first convolution layer and 16 filters in the second convolution layer, 97% of test data were correctly classified by CNN.
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